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Abstract

This paper illustrates how a dynamic knowledge graph approach in the context of
The World Avatar (TWA) project can support the decarbonisation of energy systems
by leveraging the existing Energy Storage System (ESS) selection framework to as-
sist in the selection and optimal placement of ESS. TWA is a dynamic knowledge
graph based on the Semantic Web and its associated technologies, with intelligent
agents operating on it. The agents act autonomously to update and extend TWA, and
thus it evolves in time. TWA also provides the ability to consider different scenarios,
referred to as parallel worlds, allowing for scenario analysis without mutual interfer-
ence. A use case – the addition of a Battery Energy Storage System to the Singapore
Jurong Island electrical network – is introduced to demonstrate the application of this
approach. The domain ontology, OntoPowSys, was extended to describe and instan-
tiate the relevant ESSs considered in the use case. This extension is described in the
paper using the Description Logic syntax. The paper also outlines the details of how
the various agents involved in the use case are being integrated into TWA. The use
case also highlights how the parallel world framework can facilitate scenario analysis
by considering different scenarios without affecting the real-world representation.

Highlights

• Integration of Energy Storage System (ESS) selection into The World Avatar.

• Extension of the power system domain ontology, OntoPowSys.

• Application of ESS selection and parallel world frameworks to facilitate sce-
nario analysis.
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1 Introduction

Until the end of the twentieth century, fossil fuel dominated electricity generation, with
electrical grids being highly centralized. Fossil fuel generators contribute to global warm-
ing and climate change via their carbon emissions. The effects of these emissions on the
climate and health have hastened the movement towards clean energy [3], with renewable
energy generators becoming more prevalent as an alternative to carbon-emitting fossil fuel
generators [17, 34].

However, it is challenging to replace fossil fuel generators with renewable energy gen-
erators [5, 18]. The direct integration of renewable energy into a conventional energy
grid would lead to deviations in frequency and voltage, thus contributing to grid black-
outs [26]. Due to the intermittent nature of renewable energy sources [12, 23], power
network administrators are hesitant to move away from fossil fuel generators as they fear
losing the conventional electrical grid’s assurance of grid reliability.

One approach to integrating renewable energy sources into an established, fossil fuel-
based electrical grid without losing grid reliability is through the use of energy storage
systems (ESSs) [1, 33]. ESSs help to regulate energy supply and demand by storing
excess energy produced by renewable energy sources and discharging the stored energy
when required e.g. when renewable energy sources are unavailable [36]. In addition,
adopting ESSs into an electrical grid improves time-shift and demand-side management
price savings [28], helps power quality, and minimizes the total loss in the power distri-
bution system [15]. By storing excess energy, the adoption of renewable energy sources
can be accelerated without affecting the reliability of the electrical grid [20, 28].

Singapore wants to adopt more renewable energy sources into its electrical grid [9]. How-
ever, Singapore faces limited options because of its unique geographic location and topol-
ogy [28]. Currently, solar photovoltaic generates less than 1% of Singapore’s electric-
ity [11] and Singapore aims to deploy at least 2 gigawatt-peak (GWp) of solar energy by
2030 [10]. Considering the intermittent nature of renewable energy sources, ESSs are
imperative to Singapore’s power network [32]. Unfortunately, not all forms of energy
storage technology can be used in Singapore. The selection of appropriate ESSs for a sys-
tem is a complex, multi-domain and multi-objective problem. With the increasing types
of ESS available in the market, it is necessary to develop a systematic framework that
facilitates its selection.

Several ontology-based frameworks for energy management have been proposed [4, 21,
22], but they lack the capability to store relevant information in modelling an electrical
grid. In particular, [22] presents work similar to this paper – it employs a receding horizon
Optimal Power Flow (OPF) to solve an optimization problem for a specified period. The
paper considers multiple energy sources and ESSs for stabilising the fluctuations arising
from multiple sources and demands. In addition, the work provides an interface between
lower-level devices and the application in real-time, which serves as a communication
infrastructure that enables grid-wide control. However, this paper does not take into con-
sideration the associated environmental and economic impact. While [22] considered the
use of renewable energy as a generation source, similar to [19], it fails to account for the
optimal placement of ESSs. Poor placements of ESSs can increase system losses and
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required battery capacity, leading to higher costs [14].

One approach to utilise real-time and multi-domain data for energy management is The
World Avatar (TWA) project. TWA is a dynamic knowledge graph based on the Semantic
Web and its associated technologies, with intelligent agents operating on it [16, 37]. The
agents act autonomously to update and extend TWA, and thus it evolves in time [37]. TWA
also provides the ability to consider different scenarios, referred to as parallel worlds [8],
allowing for scenario analysis without mutual interference. Therefore, integrating the ESS
selection framework introduced by [19] into TWA will leverage the benefits of Semantic
Web technologies, real-time data and automation in the context of a decision support tool
that facilitates the selection and placement of ESSs. To achieve this, an extension of the
ontology introduced in [6], and transformation of the ESS selection framework into agents
are needed.

The purpose of this paper is to illustrate how a dynamic knowledge graph approach in
the context of TWA can support and augment the ESS selection framework introduced
by [19] to facilitate the selection and placement of ESSs.

The paper is structured as follows. Section 2 summarizes the main ideas of TWA and
the ESS selection framework. Section 3 presents the proposed extension of the domain
ontology OntoPowSys [6]. Section 4 describes the implementation details of integrating
the ESS selection framework into TWA. A use case is introduced to demonstrate the
application of this approach. Conclusions are discussed in Section 5.

2 Background

TWA is a dynamic knowledge graph that aims to represent every aspect of the real world
in a digital "avatar" world. Besides data representation, TWA also contains agents that act
autonomously and operate on the knowledge graph [37]. The following sub-sections will
describe the various technologies, concepts and features employed in TWA.

2.1 Knowledge graph

A knowledge graph is a directed graph, with relationships expressed as edges, and con-
cepts as nodes. By making use of the principles of Linked Data, knowledge graphs allow
information to be hosted across multiple pieces of hardware, hence addressing potential
scalability issues. As knowledge graphs store the relationships between entities, the nodes
are inherently indexed and the traversal of a knowledge graph is highly efficient. Conse-
quently, knowledge graphs are best suited for multi-scale and multi-domain systems, such
as energy systems. By describing information semantically in a knowledge graph, the
information silos that typically exist across different domains and scales can be broken
down i.e. increasing their interoperability. Search algorithms can also be applied to the
knowledge graph to facilitate question answering [30, 31]. Moreover, inference engines
such as HermiT [29] can operate on data expressed using ontologies to reason about ex-
isting knowledge and infer new knowledge.
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2.2 Ontologies

Semantic data heterogeneity has been identified as one of the major bottlenecks for data
integration. Semantic Web technologies can support the integration, especially when
complex mappings between data sources are required. Ontologies form the core of Se-
mantic Web technologies; they describe and incorporate data as instances of concepts.
Instances can be linked to each other by reusing the relations defined on the concept
level. The ability of concepts and instances from different ontologies to be linked en-
ables cross-domain applications. Numerous ontology languages have been developed and
most of them are based on Extensible Markup Language (XML) which enables them to
be machine-interpretable. Notable examples are the Resource Description Framework
(RDF) and RDF Schema, the DARPA Agent Markup Language (DAML), the Ontology
Inference Layer (OIL), the Web Ontology Language (OWL) and OWL2 [24].

2.3 Agents in the knowledge graph

Besides data representation, TWA also contains software agents that act autonomously
and operate on the knowledge graph. TWA refers to "agents" as applications and services
that utilise Semantic Web technologies to operate on the knowledge graph to fulfil certain
objectives. TWA connects data and agents to create a living digital "avatar" of the real
world in the sense that some agents will incorporate real-time data such that the digital
world remains up to date.

TWA contains different types of agents. An ad-hoc classification distinguishes them be-
tween I/O agents and Type 1 to Type 4 agents. I/O agents operate on the real-world bound-
ary of the knowledge graph and facilitate information exchange via input (from users or
sensors) or output actions (e.g. visualisation or controlling actuators). Type 1 agents
modify elements at the instance-level of the knowledge graph (e.g. through simulation)
and/or query the knowledge graph, while Type 2 agents add and/or remove elements at
the same level. Type 3 agents facilitate the integration of vocabularies and knowledge into
the knowledge graph. Type 4 agents provide services for agent discovery and composition
to create new composite agents. Agents themselves are part of the knowledge graph and
are described by an agent ontology [37]. More details on the various types of agents can
be found in references [8] and [7].

2.4 Scenario management

Beyond representing the real world in a digital "avatar" world, TWA also contains a "par-
allel world" framework that provides the ability to consider different scenarios, referred to
as parallel worlds. In TWA, the portions of the knowledge graph that describe real-world
entities, such as sensors or buildings, are defined as the "Base World" layer. This layer
reflects the current state of our world and is connected to various real-time data sources.
Parallel worlds are constructed based on the base world and remain connected to it. The
parallel world framework keeps agents involved in the same scenario together and dele-
gates their operations to scenario-specific portions of the knowledge graph. The unique
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feature of this framework is that the scenario-specific portions only overshadow the por-
tions of the base world where modifications are necessary. Unchanged entities remain
connected to the base world. This design allows agents involved in the same scenario to
share the same view on data as other agents operating on the knowledge graph, and op-
erate on the knowledge graph without interfering with other agents or affecting the base
world. More details on the parallel world framework can be found in reference [8].

2.5 Energy storage system selection framework

The ESS selection framework introduced in [19] has been adapted for integration into
TWA. The objective of the framework is to recommend optimal energy storage technol-
ogy based on a variety of factors, such as technical constraints posed by the energy storage
technology, technical maturity, capital and operating costs, environmental performance
etc. From a technical aspect, the rated power and discharge duration are considered as
the dominant criteria for selecting ESS, acting as constraints for the assessment of tech-
nical suitability. In addition, other technical factors such as the maturity and popularity
of choice of the ESS are also considered in defining the objective function. From an
economic aspect, the levelized cost of electricity is used to evaluate the economic per-
formance of ESSs. The main cost components of this analysis include total capital ex-
penditure (e.g. cost of purchase, installation, and delivery of the ESSs), operational and
maintenance costs, and disposal and recycling costs for the ESSs, as well as replacement
costs for replaceable ESSs. Environmental criteria based on the Life Cycle Analysis study
conducted by [25] are used to evaluate the environmental impact of the ESSs.

By considering these objectives and constraints, a model is implemented in General Alge-
braic Modeling System (GAMS) as a multi-objective mixed integer programming (MOMIP)
problem. More details on the optimisation model and ESS selection framework can be
found in reference [19]. As the selection of optimal ESS is a multi-domain problem, au-
tomation of the work in [19] can benefit from the cross-domain interoperability offered
by TWA.

3 Extension of ontology

To describe and instantiate the relevant ESSs considered in [19] in TWA, the OntoPowSys
ontology [6] has to be extended. This section describes the extension using Description
Logic (DL) syntax.

ESS is modelled as a type of electrical equipment as represented in Axiom 1 of Table 1.
Energy storage technologies can generally be classified under five categories based on the
form in which energy is stored: mechanical, thermal, chemical, electrical and electro-
chemical. Pumped hydroelectricity storage and compressed air energy storage, as repre-
sented by Axioms 16− 17, are mature technologies that have dominated the large-scale
energy storage market [35]. They are examples of mechanical storage technologies with
the former storing energy in the form of water at high gravitational potential and the
latter in compressed air held under pressure. However, pumped hydroelectricity stor-
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age is limited to geographic areas with height variations and large water bodies, whereas
compressed air energy storage requires underground caverns or specifically built pressure
vessels [13, 36]. Flywheel energy storage, as represented by Axiom 18, is also a type of
mechanical energy storage which stores energy in the form of rotating discs or cylinders
and is mostly used for short-duration applications. Thermal energy storage (Axiom 15)
stores energy as heat and produces steam or gas for a conventional thermal power plant.
Hydrogen and synthetic natural gas (Axioms 13−14) are examples of chemical storage.
Superconducting magnetic energy storage (Axiom 12) stores energy in the magnetic field
of a coil.

Battery Energy Storage System (BESS) has become increasingly viable [28] as energy
storage for a conventional electrical grid. Batteries are an electrochemical form of energy
storage (Axiom 2). The OntoPowSys ontology [6] is extended to include new types of
batteries described in [19] (Axioms 3− 9). BESSs are more scalable and flexible than
other storage technologies [2], and hence have become more common in standard electri-
cal grids that are adopting renewable energy generators.

Table 1: Selected concept inclusion axioms related to ESSs in the OntoPowSys knowledge
base.

S.No DLs concept inclusion axioms

1 EnergyStorageSystem v ElectricalEquipment

2 Battery v EnergyStorageSystem

3 BlueBattery v Battery

4 PolySulphideBromideBattery v Battery

5 Powerwall2Battery v Battery

6 SodiumNickelChlorideBattery v Battery

7 SodiumSulphurBattery v Battery

8 VanadiumRedoxBattery v Battery

9 ZincBromideBattery v Battery

10 LeadAcidBattery v Battery

11 NickelCadmiumBattery v Battery

12 SuperconductingMagneticEnergy v EnergyStorageSystem

13 HydrogenStorage v EnergyStorageSystem

14 SyntheticNaturalGas v EnergyStorageSystem

15 ThermalEnergyStorage v EnergyStorageSystem

16 PumpHydro v EnergyStorageSystem

17 CompressedAir v EnergyStorageSystem
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18 FlyWheel v EnergyStorageSystem

Table 2 lists selected Role Inclusion (RI) axioms that depict the properties added to the
OntoPowSys ontology for ESSs. Axioms 1− 7 describe the technical aspects of ESSs
while Axioms 8−9 describe the economic aspects of ESSs.

Table 2: Selected role inclusion axioms related to ESSs in the OntoPowSys knowledge
base.

S.No DLs role inclusion axioms

1 EnergyStorageSystemv ∀hasRatedDischargePower.RatedDischargePower

2 EnergyStorageSystemv ∀hasRatedEnergyCapacity.RatedEnergyCapacity

3 EnergyStorageSystemv ∀hasRatedFrequency.RatedFrequency

4 EnergyStorageSystemv ∀hasRatedVoltage.RatedVoltage

5 EnergyStorageSystemv∀hasReactivePowerGenerated.GeneratedReactivePower

6 EnergyStorageSystemv ∀hasRoundTripEfficiency.RoundTripEfficiency

7 EnergyStorageSystemv ∀hasStateOfCharge.StateOfCharge

8 EnergyStorageSystemv ¬∃hasShutdownCost.ShutdownCosts

9 EnergyStorageSystemv ¬∃hasStartupCost.StartupCosts

10 EnergyStorageSystemv ∀realizes.(PowerConsumptiontPowerGeneration)

4 Energy Storage System: a knowledge graph approach

This section describes the implementation details of integrating the ESS selection frame-
work [19] and optimal placement of the selected ESS in TWA. A use case is introduced
using the parallel world framework [8] to demonstrate the application of this approach.

4.1 Parallel world framework in the knowledge graph

Figure 1 illustrates the key concepts employed in TWA. The "Physical World" layer rep-
resents our world and is the basis upon which the other layers are generated. As men-
tioned in Section 2, TWA represents and models various aspects and behaviours of the
real world in a digital "avatar" world, referred to as the "Base World" layer in Figure 1.
The "Parallel World" layers are constructed based on the "Base World" layer and remain
connected to it. Each parallel world in TWA is identified by a unique scenario identifier
that agents can utilise when interacting with the scenario-specific portions of the knowl-
edge graph. As the parallel worlds are connected to the base world – for entities that are
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Figure 1: The main concepts employed in TWA. The base world, a digital "avatar" of
the physical world, is represented by the blue layer. The parallel worlds are
constructed from sections of the base world and remain connected to it. The
active agents (represented by red triangles) can operate on the base world or
the parallel worlds. Agents can operate in a unique parallel world without in-
terfering with other parallel worlds or affecting the base world. As the parallel
worlds are connected to the base world – for entities that are unchanged by the
parallel world, modifications in the base world will be reflected in the parallel
worlds for these portions.
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unchanged by the parallel world, modifications in the base world will be reflected in the
parallel worlds for these portions. The parallel world framework keeps agents involved
in the same scenario together and delegates their operations to scenario-specific portions
of the knowledge graph (via the unique scenario identifier), allowing agents to operate
on the knowledge graph without interfering with other agents or affecting the base world.
Agents in TWA toggle between operating on the base world and the parallel worlds by
using the unique scenario identifier within the JPSContext. JPSContext, scenario-specific
metadata, is propagated amongst the agents involved in the same scenario.

4.2 Application of parallel world framework for ESS

This sub-section introduces a use case to demonstrate the application of the parallel world
framework (outlined in Section 4.1) to facilitate scenario analysis in TWA. The ESS se-
lection framework and optimal placement of the selected ESS (outlined in Section 2.5)
are employed for this purpose.

Table 3 lists some of the Abox assertions that depict this use case – the addition of BESS
to the Singapore Jurong Island electrical network. Axiom 1 in Table 3 instantiates the
BESS V RB− 004. Axioms 2− 11 describe how the BESS’s active power is represented
in TWA. Axioms 12−16 describe how the state of charge is linked to the BESS. Axioms
17− 20 describe the number of cells within the BESS. Axioms 21− 24 represent the
negative environmental impact of placing the BESS, while Axioms 25− 28 represent its
economic costs.

Table 3: Abox assertions for the use case example.

S.No Individual assertions

1 VanadiumRedoxBattery(VRB-004)

2 MaxActivePower(MAPVRB-004)

3 hasMaximumActivePowerGenerated(VRB-004, MAPVRB-004)

4 hasValue(MAPVRB-004, V-MAPVRB-004)

5 numericalValue(V-MAPVRB-004, 3)

6 hasUnitOfMeasure(V-MAPVRB-004, MW)

7 MinActivePower(MnAPVRB-004)

8 hasMinimumActivePowerGenerated(VRB-004, MnAPVRB-004)

9 hasValue(MnAPVRB-004, V-MnAPVRB-004)

10 numericalValue(V-MnAPVRB-004, 0.03)

11 hasUnitOfMeasure(V-MnAPVRB-004, MW)

12 StateOfCharge(DTVRB-004)

Continued on next page
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Table 3 – continued from previous page

S.No Individual assertions

13 hasStateOfCharge(VRB-004, DTVRB-004)

14 hasValue(DTVRB-004, V-DTVRB-004)

15 upperLimit(V-DTVRB-004, 10)

16 lowerLimit(V-DTVRB-004, 0.00028)

17 NumberOfCells(NVRB-004)

18 hasNumberOfCells(VRB-004, NVRB-004)

19 hasValue(NVRB-004, V-NVRB-004)

20 numericalValue(V-NVRB-004, 61)

21 EnvironmentalFactor(MC-VRB-004)

22 hasProperty(VRB-004, MC-VRB-004)

23 hasValue(MC-VRB-004, V-MC-VRB-004)

24 numericalValue(V-MC-VRB-004, 0.01)

25 CostsForSystemsRealization(EC-VRB-004)

26 hasCost(VRB-004, EC-VRB-004)

27 hasValue(EC-VRB-004, V-EC-VRB-004)

28 numericalValue(V-EC-VRB-004, 0.849387149)

29 ActivePowerBalance(API-VRB-004)

30 hasActivePowerInjection(VRB-004, API-VRB-004)

31 hasValue(API-VRB-004, V-API-VRB-004)

32 numericalValue(V-API-VRB-004, 1.0753182590822234)

33 hasUnitOfMeasure(V-API-VRB-004, MW)

Figure 2 illustrates in a UML sequence diagram how the various agents involved in the
use case are integrated into TWA, i.e. how they communicate with each other and interact
with the knowledge graph. The use case is initiated by calling the coordination agent via
a scenario modifier agent (not shown in Figure 2). The scenario modifier agent generates
a unique scenario identifier based on the agent that is being called. This unique scenario
identifier, as described in Section 4.1, is one of the input parameters being sent to the sce-
nario agent. The scenario agent will then call the coordination agent. By calling agents
in TWA with a unique scenario identifier, the JPSContext (described in Section 4.1) tog-
gles from the default base world to the scenario-specific parallel world named after the
unique scenario identifier. The JPSContext is propagated amongst all the agents through-
out the parallel world framework to keep agents involved in the same scenario together

11



and delegate their operations to scenario-specific portions of the knowledge graph.

The coordination agent handles the overall service composition and ensures relevant agents
are called in the correct sequential order. The coordination agent first calls the renewable
generator retrofit agent whose task is to connect selected renewable energy generator(s) to
a specified conventional electrical network. To achieve this, the agent receives its inputs –
the specified conventional electrical network and selected renewable energy generator(s)
in the form of Internationalized Resource Identifiers (IRIs). The agent determines the
nearest electric bus to the selected renewable energy generator by querying and retrieving
information from the knowledge graph using the given IRIs. The agent then connects
the generator to the nearest electric bus. The connectivity between the renewable energy
generator and the electrical network is established by adding relationships between the
electric bus, renewable energy generator, and electrical network in the scenario-specific
portions of the knowledge graph. The agent does not return any output and terminates
upon modifying the knowledge graph. In this use case, we have chosen the photovoltaic
generator located in Singapore Semakau Island and the electrical network in Singapore
Jurong Island [27].

The coordination agent then calls the energy storage selection agent. The energy storage
selection agent is created by packaging the ESS selection framework proposed by [19]
(described in Section 2.5) as an agent that can apply the Semantic Web stack to interact
with the knowledge graph. The energy storage selection agent determines the optimal
energy storage technology based on the properties of the specified electrical network and
energy storage technology catalogue. Similarly, the agent queries and retrieves relevant
information from the knowledge graph using the given IRIs (electrical network and energy
storage technology catalogue). Such information includes electrical network topology,
environmental cost, technical cost, and economic cost associated with each type of ESS.
The agent returns the IRI of the selected type of ESS. For this use case, the energy storage
selection agent chose vanadium redox battery, a form of electrochemical energy storage,
as the optimal energy storage technology for Jurong Island’s electrical network.

The coordination agent then calls the energy storage placement agent to recommend a
suitable agent for creating and placing the chosen type of ESS. For this use case, as the
recommended ESS is a type of BESS, the battery creation coordination agent is selected
and its IRI is returned by the energy storage placement agent to the coordination agent.

The coordination agent then calls the battery creation coordination agent, whose task is
to coordinate the creation and placement of BESS. The inputs to the battery creation
coordination agent are the IRIs of the specified electrical network, and the selected type
of BESS i.e. vanadium redox battery in this use case.

The battery creation coordination agent first calls the EN agent with the IRI of the spec-
ified electrical network to execute an optimal power flow (OPF) model to optimise the
power flow throughout the given electrical network. Initially, the EN agent queries and
retrieves information about the specified electrical network e.g. power generation and
consumption, from the knowledge graph using the given IRI. Subsequently, the EN agent
runs the OPF model and then updates the scenario-specific portions of the knowledge
graph with the converged simulation results. More details on the EN agent can be found
in reference [8].
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Figure 2: UML sequence diagram of the use case depicting the interactions between the
different agents and the knowledge graph. Actions where the agent retrieves
data from the knowledge graph are shaded in yellow and those where the agent
populates the knowledge graph are shaded in magenta.
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The battery creation coordination agent then calls the battery creator agent, which creates
the BESS instances in the knowledge graph. Similarly, the battery creator agent queries
and retrieves information about the specified electrical network e.g. power losses and
energy storage technology from the knowledge graph using the given IRIs (electrical net-
work and energy storage technology catalogue). Subsequently, the battery creator agent
utilises the loss sensitivity index of each electric bus to determine the placement of the
BESS. Voltage limit violation at each electric bus is also utilised by the battery creator
agent to determine the capacity of each BESS. The battery creator agent then creates the
BESS instances accordingly in the scenario-specific portions of the knowledge graph and
returns a list of IRIs of the BESS instances to the battery creation coordination agent. For
our use case, the number of BESS instances can vary between 7 to 9. The battery creation
coordination agent passes this list of IRIs to the main coordination agent.

The main coordination agent calls the energy storage retrofit agent whose task is to con-
nect the BESS to the specified electrical network. To achieve this, the energy storage
retrofit agent receives its inputs – the specified electrical network and a list of the BESS
instances in the form of IRIs. The agent then connects the BESS instances to the electri-
cal network by adding relationships between them in the scenario-specific portions of the
knowledge graph. The agent does not return any output and terminates upon modifying
the knowledge graph.

A front-end visualisation agent, ENVisualization agent (not shown in Figure 2) utilises
the unique scenario identifier to query and retrieve information about the scenario-specific
portions of the knowledge graph to generate visualisation for the parallel world i.e. retrofitted
electrical network.

Figure 3 illustrates both the base world (above) and parallel world (below) of the Singa-
pore Jurong Island electrical network model. The coloured lines represent the transmis-
sion lines in the electrical network that connect electric buses which are represented by
the red points. Different coloured transmission lines represent different voltage levels:
pink represents 230 kV, purple represents 66 kV and black represents 22 kV. The blue
square denotes an oil-based power plant while the pink triangles denote gas-based power
plants. BESSs are represented as green batteries in the visualisation. The corresponding
types and number of generators, as well as BESSs and estimated CO2 emissions (tonnes
per hour and mega-tonnes per year), are indicated in the tables. Note that the estimated
values for the design or maximum CO2 emissions are the same for both worlds as the
types and number of carbon-emitting fossil fuel generators (oil and gas) remain the same.
The addition of 9 BESSs in the parallel world enables the integration of renewable en-
ergy generated by solar photovoltaic, hence leading to a reduction in the estimated actual
or operating CO2 emissions. The CO2 emissions reduction is small as the line losses
are small in the Singapore Jurong Island electrical network. By exploring different algo-
rithms for selecting and placing ESS, different CO2 emissions reduction potential can be
investigated.

Upon clicking on the entities in the electrical network e.g. electric bus, transmission line
etc., a pop-up window (as shown in Figure 4) containing information about the selected
component will appear. As the parallel world has real-time connections to the base world,
modifications in the base world will be reflected in the parallel world for these portions.
Due to the application of the parallel world framework, the agents described in this use
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Figure 3: Visualisation of the base world (above) and parallel world (below) of the Sin-
gapore Jurong Island electrical network model. The coloured lines represent
the transmission lines that connect electric buses which are represented by the
red points. The blue square denotes oil-based power plants while the pink
triangles denote gas-based power plants. BESSs are represented as green bat-
teries in the visualisation. The corresponding types and number of generators,
as well as BESSs and estimated CO2 emissions, are stated in the tables.
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Figure 4: A pop-up window within the visualisation containing information about the
selected component (transmission line).

case only modify the parallel world. Therefore, a comparison can be made between the
base world and the parallel world to facilitate scenario analysis.

5 Conclusions

This paper illustrates how a dynamic knowledge graph approach in the context of TWA
can support the decarbonisation of energy systems by leveraging the ESS selection frame-
work introduced by [19] to assist in the selection and optimal placement of ESS. In par-
ticular, the paper presents the proposed extension of the domain ontology, OntoPowSys,
for describing and instantiating the relevant entities considered in the use case – the ad-
dition of BESSs to the Singapore Jurong Island electrical network. TWA increases the
interoperability between data (static and real-time) from different domains, allowing for
knowledge sharing and to cope with heterogeneity encountered in this use case. It is also
highlighted in the use case how the parallel world framework [8] can consider different
scenarios and hence facilitate scenario analysis.

There is still more work and improvements to be made in order to advance and further
leverage the potential of TWA concepts. For example, extending the knowledge graph
to model and describe different domains in more detail, e.g. economic performance and
environmental costs. Increasing the knowledge graph’s connectivity to physical energy
systems (via sensors and actuators) in the future will allow feedback to the framework.
Nevertheless, TWA has the potential to address and overcome the challenge of low inter-
operability between multiple domains involved in decarbonisation processes, contributing
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to CO2 abatement.
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List of abbreviations

BESS Battery Energy Storage System
CI Concept Inclusion
DAML DARPA Agent Markup Language
DL Description Logic
ESS Energy Storage System
GAMS General Algebraic Modeling System
HTTP Hypertext Transfer Protocol
IRI Internationalized Resource Identifier
JPS J-Park Simulator
KB Knowledge Base
MOMIP Multi-Objective Mixed Integer Programming
OIL Ontology Inference Layer
OPF Optimal Power Flow
OWL Web Ontology Language
RDF Resource Description Framework
RI Role Inclusion
TWA The World Avatar
XML Extensible Markup Language

18



6 Appendix

List of Agents

Coordination Agent

• Inputs:

– ‘Electrical Network’ (e.g. "http://www.jparksimulator.com/kb/sgp/jurongisland/
jurongislandpowernetwork/JurongIslandPowerNetwork.owl#JurongIsland
_PowerNetwork")

– ‘Renewable Energy Generator’ (e.g. "http://www.theworldavatar.com/kb/sgp
/semakauisland/semakauelectricalnetwork/PV-001.owl #PV-001")

– ‘Energy Storage Technology Catalogue’ (e.g. "http://www.theworldavatar.com/kb/
batterycatalog/BatteryCatalog.owl#BatteryCatalog")

• Outputs:

– void

Renewable Generator Retrofit Agent

• Inputs:

– ‘Electrical Network’

– ‘Renewable Energy Generator’

• Outputs:

– void

Energy Storage Selection Agent

• Inputs:

– ‘Electrical Network’

– ‘Energy Storage Technology Catalogue’

• Outputs:

– ‘Energy Storage Technology’ (e.g. http://www.jparksimulator.com/kb/batterycatalog/
VRB.owl)

Energy Storage Placement Agent

• Inputs:
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– ‘Energy Storage Technology’

• Outputs:

– ‘Battery Creation Coordination Agent’

Battery Creation Coordination Agent

• Inputs:

– ‘Electrical Network’

– ‘Battery Catalogue’

• Outputs:

– ‘Battery Instances’ (e.g. http://www.jparksimulator.com/jps/kb/<unique sce-
nario identifier>/sgp/jurongisland/jurongislandpowernetwork/VRB-004.owl,...)

EN Agent

• Inputs:

– ‘Electrical Network’

• Outputs:

– void

Battery Creator Agent

• Inputs:

– ‘Electrical Network’

– ‘Battery Catalogue’

• Outputs:

– ‘Battery Instances’

Energy Storage Retrofit Agent

• Inputs:

– ‘Electrical Network’

– ‘Battery Instances’

• Outputs:

– void
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EN Visualization Agent

• Inputs:

– ‘Electrical Network’

• Outputs:

– void
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