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Abstract

Standard empirical atom-atom potentials are shown to be unable to describe the
binding of PAH molecules in the variety of configurations seen in clusters. The
main reason for this inadequacy is the lack of anisotropy in these potentials. We
have constructed an anisotropic atom-atom intermolecular potential for the benzene
molecule from first principles using SAPT(DFT) interaction energy calculations and
the Williams-Stone-Misquitta method for obtaining molecular properties in distributed
form. Using this potential as a starting point we have constructed a transferable
anisotropic potential to model intermolecular interactions between polycyclic aro-
matic hydrocarbons (PAH). This new potential has been shown to accurately pre-
dict interaction energies for a variety of dimer configurations for four different PAH
molecules including certain configurations which are poorly predicted with current
isotropic potentials. It is intended that this potential will form the basis for further
work on the aggregation of PAHs.
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1 Introduction

Polycyclic aromatic hydrocarbon (PAH) molecules have often been invoked as interme-
diates in the chemistry of soot formation and growth [1]. The presence of stacked PAH
molecular structures in experimental HRTEM images of soot particles [2–4] has led some
to suggest that the intermolecular binding of PAH molecules may be responsible for par-
ticle inception. This hypothesis has provoked a large number of theoretical studies on the
stability and relative orientation of PAH molecules present in dimers and larger stacks in
flame environments [1, 5–9]. Currently, many numerical simulations of soot formation in
flames consider the dimerisation of molecules as small as pyrene (C16H10) [9, 10] to be
the particle inception step, however the validity of this assumption is still debated [11].

Previous studies into the intermolecular chemistry of PAHs have been largely based
on computationally convenient model potentials such as isotropic Lennard-Jones 12-6
and exp-6 potentials [1, 12, 13]. In general atom-atom potentials approximate the total
interaction energy, U , as sum over all pairwise atomic interactions between molecules:

U =
∑
A

∑
A<B

∑
a∈A

∑
b∈B

Uab(Rab,Ωab). (1)

Here Uab(Rab,Ωab) denotes an atom-atom interaction potential. The indices A and B are
for molecules, and the indices a and b run over all the atomic sites within these molecules.
In general the interaction potential depends upon the atom-atom separation, Rab, and the
relative molecular orientation, described in some way by Ωab. Often, however, orienta-
tional dependence is removed as a simplification and such potentials are ‘isotropic’, i.e.
the atoms in a molecule are considered to be spherically symmetric. Common functional
forms for Uab(Rab,Ωab) include the 12-6 Lennard-Jones potential (Eq. 2) and the exp-6
potential (Eq. 3). Explicit electrostatic models are often added to these forms, the simplest
being based upon partial atom-centred point charges (Eq. 4).

ULJ = 4εab

[(
σab
Rab

)12

−
(
σab
Rab

)6]
. (2)

Uexp-6 = Bab exp(−CabRab)−
Aab
R6
ab

. (3)

Uelst =
qaqb
Rab

. (4)

In recent years, with the advance of computational power, the theoretical understand-
ing of intermolecular interactions has developed significantly yet empirical potentials have
remained largely unchanged. Current isotropic literature potentials have typically been
parameterised to be applicable to a wide range of organic molecules [14–17]. Such poten-
tials are typically parameterised with heats of sublimation and crystallographic data, and
whilst transferable, are only accurate for the configurations they were parameterised for
and often fail at others. For example, consider two widely used potentials: the Williams
W99 potential [15, 16] based on the exp-6 form and a 12-6 Lennard-Jones potential [14]
both including point charges (the latter parameterised from an earlier form of the Williams
potential). The performance of these isotropic potentials has been examined for naphtha-
lene and anthracene dimer orientations shown in Figs. 1 and 2. In Figs. 3 and 4 we show
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(a) (b)

(c) (d)

Figure 1: Naphthalene: (a) Slipped-
parallel, symmetry C2h (b) Graphite-type,
symmetry Ci (c) T-shape, symmetry C2v

(d) Crossed, symmetry D2d.

(a) (b)

(c) (d)

Figure 2: Anthracene: (a) Slipped-
parallel, symmetry C2h (b) Graphite-type,
symmetry Ci (c) T-shape, symmetry C2v

(d) Crossed, symmetry D2d.

cross sections of the potential energy surface at these orientations where separation, R, is
between the centres of mass of the monomers. The reference energies are taken from ab
initio SAPT(DFT) calculations performed by Podeszwa and Szalewicz [18].

The W99 potential performs remarkably well for stacked PAH geometries whilst
the Lennard-Jones plus point charges potential tends to overestimate well depths by 5–
10 kJ mol−1. However both potentials show substantial errors for the T-shape dimer
with an error in equilibrium separation of 0.3–0.4 Å and an underbinding of as much
as 7 kJ mol−1 in the case of the W99 potential.

Being isotropic, the potentials cannot accurately model the atom-atom interactions
where there is significant anisotropy in the electron distribution around constituent atoms,
such as in PAHs where there is significant π-bonding. These potentials also suffer from
being required to possess too large a degree of transferability to make them sufficiently
accurate for the specific system of interest, and development of anisotropic potentials
empirically is precluded due to insufficient data.

To accurately model dimers in all orientations either accurate ab initio methods must
be used directly (on-the-fly methods) or new anisotropic atom-atom potentials are re-
quired, parameterised using ab initio results. Currently most ab initio methods are pro-
hibited due to high computational expense. Density functional theory is the only method
which is computationally feasible but currently there are no practical and quantitative
functionals which correctly predict intermolecular dispersion energies. In reality the size
of PAH systems and the complexity of the calculations restrict us to using model atom-
atom potentials. In the context of PAHs and investigating soot structure at a molecular
level there are a number of requirements for a potential:

• Accuracy: The potential is expected to be accurate for the variety of dimer con-
figurations which are expected to be sampled in a flame environment. In particular
the potential must correctly predict barriers on the potential energy surface (PES)
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Figure 3: Comparison of isotropic model potentials with SAPT(DFT) energies for dif-
ferent naphthalene dimers. A key to the geometries is given in Fig. 1. Model potential
energies have been calculated using the ORIENT [19] program.
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Figure 4: Comparison of isotropic model potentials with SAPT(DFT) energies for differ-
ent anthracene dimers. A key to the geometries is given in Fig. 2. Model potential energies
have been calculated using the ORIENT [19] program.
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of the molecular cluster.

• Transferability: In a flame environment typically large ensembles of different PAH
molecules exist of varying size (C6 – C400) [20] and consequently it is very impor-
tant that any potential developed can be easily transferably to different PAHs.

• Simplicity: Large PAH clusters need to be studied requiring extensive calculations.
This will limit the functional complexity of the potential expression used to model
interactions. In later work it is hoped that a coarse-grained potential can be devel-
oped which reflects this requirement, but this will require an accurate atom-atom
potential as a reference.

In the context of PAHs there have been several studies using ab initio methods. For
example, coupled cluster calculations at CCSD(T) level have been used to study naphtha-
lene dimers [21] whilst MP2 level calculations have been used to obtain dimer interaction
energies for various PAHs [10]. However, Møller-Plesset perturbation theory is inade-
quate to study intermolecular interactions between systems with a significant amount of
π-bonding (such as PAH clusters). Compared to the more reliable CCSD(T) calcula-
tions, MP2 calculations have been shown to considerably overestimate attraction between
molecules, in some cases by almost a factor of two [21–23] throwing into doubt some
earlier studies of soot particle inception [10]. However CCSD(T) is computationally de-
manding and is not really suitable for potential development due to the inability to decom-
pose the overall interaction energy into physically significant contributions. This makes
it hard to parameterise analytic potentials comprised of multiple terms used to describe
different interactions, such as dispersion and repulsion.

By contrast, intermolecular perturbation theory provides an ideal framework for the
development of model potentials because it provides the interaction energy as a sum of
physically significant contributions. This allows the separate parameterisation of different
terms representing different interactions within multi-term model potentials. The devel-
opment of symmetry-adapted perturbation theories has enabled both long and short-range
interactions to be accurately calculated and the recent development of SAPT(DFT)[24–
31] has made possible highly accurate studies of intermolecular interactions at a level
comparable to CCSD(T) [32, 33], with modest computational resources.

This methodology has already been used to develop intermolecular potentials. Mis-
quitta et al. [34] have developed an anisotropic potential to predict the crystal structure of
the 1,3-dibromo-2-chloro-5-fluorobenzene (C6BrClFH2) molecule giving results in excel-
lent agreement with experiment. Similarly an analytic potential derived from SAPT(DFT)
interaction energies has been used to study the potential energy surface of cyclotrimethy-
lene trinitramine (RDX) dimer [35]. A model benzene potential has been constructed
using SAPT(DFT) energy calculations of 491 dimer geometries [33]. However, in addi-
tion to the usual atomic sites this potential also contains off-atomic sites and it is difficult
to see how the parameters for off-atomic sites can be transferred easily to larger PAHs.

For our purposes we desire a transferably potential which can accurately predict a
variety of PAH dimer energies and this necessitates the potential to be based upon inter-
actions between atomic sites only. The potential will have the following functional form
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Uab = G exp

[
− αab

(
Rab − ρab(Ωab)

)]
︸ ︷︷ ︸

short−range

−f6(βRab)
C6,iso

R6
ab

+
qaqb
Rab︸ ︷︷ ︸

long−range

, (5)

where the first term is the Born-Mayer term describing short-range interactions, the sec-
ond is the dispersion term multiplied by the appropriate Tang-Toennies damping function
[36], f6(βRab), and the final term is the ESP point charge model. This potential form dif-
fers from exp-6 potetial in Eq. 3 in two important ways: the short-range term includes a
shape-function, ρab, that models the anisotropy of the interacting sites, and the singularity
in the dispersion term is removed by the damping function.

We begin this Article with a description of the methods we have used to parameterise
this potential for benzene. The resulting parameter set will act as a starting point for the
generalisation of the potential to larger PAHs. This stage will be aided using SAPT(DFT)
interaction energies calculated by Podeszwa and Szalewicz [18] for dimers of naphthalene
(C10H8), anthracene (C14H10), and pyrene, (C16H10) in a variety of configurations. Finally,
we conclude with possibilities for further work.

2 Constructing the intermolecular potential

The basic strategy for constructing an analytic potential for molecules consisting of more
than two atoms has been described in a recent review [37]. The potential is logically
separated into long and short-range parts (Eq. 5). The long-range part depends upon
molecular properties such as multipole moments, polarisabilities and dispersion coeffi-
cients. Long-range polarisation, or induction, is expected to be weak in molecules which
do not possess strong multipole moments, such as PAHs. We have therefore neglected
an explicit induction term in our model potentials. The short-range energies include the
exchange-repulsion, the penetration energies (see below) and the second-order induction
effects (which make a small but significant contribution). The short-range energies all
decay exponentially with increasing separation and we have fitted the parameters of the
exponential terms via the density overlap model in the procedure described below [34].

2.1 Molecular geometry and basis sets

The geometry of benzene was obtained by in vacuo optimisation using DFT with the
B3LYP functional and a 6-31G* basis set with the GAUSSIAN03 [38] program. The
molecule was assumed to be rigid and calculated atom coordinates are provided in the
supporting information. The D6h symmetry of benzene allows us to identify just two
unique atom types: a carbon and a hydrogen. Symmetry was imposed during the calcu-
lation of the distributed properties and the subsequent fitting process for the Born-Mayer
parameters.

Interaction energies and molecular properties have been calculated using the CAM-
CASP [39] program from molecular wavefunctions obtained using the DALTON [40]
program. The molecular wavefuctions were calculated with the asymptotically corrected
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PBE0 exchange-correlation functional and the Sadlej-pVTZ [41] basis. We have used
the Tozer-Handy asymptotic correction [42, 43] with a vertical ionization potential of
0.3397 a.u., obtained from Ref. [44]. The linear-response DFT calculations needed for
second-order SAPT(DFT) energies were performed using a hybrid adiabatic LDA and
coupled Hartree-Fock kernel [27, 45]. Two different types of basis set have been used
for dimer calculations: a ‘monomer-centred’ (MC) basis which includes basis function on
atomic sites only and a ‘monomer-centred-plus’ (MC+) basis which takes the MC basis
and adds basis functions placed in the bonding region between the two molecules and on
atomic sites of the partner molecule. This is necessary to ensure the dispersion energy
converges, which is difficult with standard basis sets [46]. We have used the Sadlej-pVTZ
basis [41] set for the monomer parts of the MC+ basis set, and a 3s2p1d basis set for the
bond functions, which have been placed at a position determined by a generalisation of
the weighting scheme described in Ref. [47]. Molecular polarisabilities and dispersion
coefficients were calculated using the Sadlej-pVTZ basis.

We used two kinds of auxiliary basis sets during the course of these calculations:
the aug-cc-pVTZ auxiliary basis [48] has been used for the calculations of molecular
properties and SAPT(DFT) energies with the MC+ basis type, and the smaller JK-TZVPP
basis [49] has been used for the calculation of the density overlap and the first order
SAPT(DFT) energies used in the first part of the fitting process.

2.2 SAPT(DFT) dimer energies

SAPT(DFT) benzene dimer interaction energies were calculated for a variety of config-
urations to model the exchange-repulsion, penetration and induction energies, as well as
providing a standard for comparison of our dispersion models. Based upon an earlier
study [45, 50], we used the following formulation of the SAPT(DFT) interaction energy:

U (2) = E
(1)
elst(KS) + E

(1)
exch(KS) + E

(2)
ind + E

(2)
disp + E

(2)
ind,exch + E

(2)
disp,exch. (6)

Here, E(1)
elst(KS) and E(1)

exch(KS) are the first-order electrostatic and exchange-repulsion en-
ergies recovered using Kohn-Sham density functional theory. E(2)

disp and E(2)
disp,exch are the

second-order dispersion and exchange-dispersion energies, and similarlyE(2)
ind andE(2)

ind,exch
are the second-order induction and exchange-induction energies. These terms are calcu-
lated using Kohn-Sham linear response theory. Terms of third and higher-order in the
interaction operator have been neglected as these are not expected to be significant for
systems without hydrogen bonds [33, 45].

It is important to select the dimers so as to get a uniform coverage of the space of
physically important configurations. We have done this by keeping one of the molecules
of the dimer fixed and centred at the origin, and by translating and rotating the other using
the following algorithm [34]:

• Using a Sobol pseudo-random sequence, generate a random direction vector for the
translation and, using Shoemakes uniform distribution algorithm [51], generate a
quaternion for rotation.
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(a) (b) (c)

Figure 5: Benzene: (a) T-shape, symmetry C2v (b) Crossed, symmetry D6d (c) Slipped-
parallel, symmetry C2v.

• Starting with both molecules centred at the origin, rotate one using the quaternion.
Using the standard van der Waals radii [52], determine the distance of van der Waals
contact R0 along the direction vector.

• Translate the rotated molecule along the direction vector by a few (1 to 5) randomly
selected distances chosen to lie between R0 − ∆Rmin and R0 + ∆Rmax. We have
used ∆Rmin and ∆Rmax to be 1.5 and 1.2 a.u., respectively.

We have used a two-tiered approach in the development of our potential. Firstly, we
have calculated first-order SAPT(DFT) interaction energies and density overlaps in the
MC basis for 500 benzene dimer configurations selected using the algorithm described
above. These results have been used to perform an initial fit for the short-range terms in
our potential. Secondly, we have calculated first and second-order SAPT(DFT) interac-
tion energies in the MC+ basis for the first 100 dimer configurations of the 500 initially
chosen. An additional 27 energies were calculated at specific dimer orientations shown
in Fig. 5. Here the slipped parallel and crossed configurations represent stacked dimer
configurations and the interaction energy has been calculated at various interplanar spac-
ings. The T-shaped configuration energies have been calculated at various separations of
the monomer centres of mass. This second stage has been used to refine both our initial
short-range parameterisation and our dispersion model.

2.3 Molecular properties

Whilst the electrostatic interaction could be described in detail by high-rank multipole
models, in the interest of simplicity and transferability, a distributed point charge model
has been used. This was calculated with the GAUSSIAN03 [38] program using the PBE0
functional and Sadlej-pVTZ basis using the Merz-Singh-Kollman scheme [53] which fits
the molecular electrostatic potential to a set of atom-centred point charges.

The frequency-dependent polarisabilities are needed to calculate the dispersion coef-
ficients from which we calculate the second-order dispersion energies at intermolecular
separations where orbital overlap effects can be neglected. These polarisabilities need to
be distributed in order to ensure rapid convergence with rank of the multipole expansion;
in fact, even for a molecule the size of benzene, the single centre multipole expansion will
not converge for the physically important dimer configurations. Distributed frequency-
dependent polarisabilities of ranks 1, 2 and 3 for carbon and hydrogen atoms have been
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obtained using the Williams-Stone-Misquitta (WSM) [45, 50, 54–56] method. This distri-
bution method has been shown to result in models which exhibit very good convergence
properties while resulting in a physically meaningful partitioning of the molecular prop-
erties.

2.4 Dispersion models

In general the second order dispersion energy between two atoms, E(2)
disp, can be modelled

as an expansion given in the form

E
(2)
disp(model) = − C6

R6
ab

− C7

R7
ab

− C8

R8
ab

− . . . , (7)

where the Cn are the dispersion coefficients which are generally angular-dependent and
odd terms vanish if atoms are spherically symmetric.

The WSM method allows calculation of a variety of dispersion models varying from
the simple isotropic C6 model to the very elaborate anisotropic C12 model. The CAM-
CASP [39] program was used to calculate isotropic and anisotropic C6, C10 and C12

dispersion models (a Cn model would include all term from C6 to Cn) for all pairs of
interacting atoms in which the D6h symmetry of benzene was taken into account. At
present, we are able to calculate WSM polarisabilities to rank 3, so whilst we can calcu-
late C10 and C12 terms, they lack contributions from the hexadecapole and higher-rank
polarisabilities, however this is not thought to be a serious limitation [56].

Like any multipole expansion, the dispersion series must be damped at short range in
order to avoid the divergence as R→ 0. This requirement is particularly important when
higher ranking terms above C6 are included. Whilst the divergence associated C6 terms
can often be ignored owing to being manifest at rather small Rab, it can still remain a
problem for some Monte Carlo simulations. It has previously been argued [50] that the
Tang-Toennies damping functions [36] fn(βRab) are suitable for damping the classical in-
duction energy with an isotropic damping parameter of β = 2

√
2I , where I is the vertical

ionization energy in a.u. It has further been suggested based on numerical evidence [56]
that this damping parameter is also suitable for the dispersion energy. The Tang-Toennies
damping functions are based upon incomplete Gamma functions having the form,

fn(βRab) = 1− exp(−βRab)
n∑
k=0

(βRab)
k

k!
. (8)

In general, the damping function should probably depend on atom type and be anisotropic,
but the description would become very complicated, and the form of the anisotropy is
unknown. Any anisotropy needed can probably be satisfactorily accommodated in the
anisotropic short-range term in the potential. For benzene, using the value of I presented
above, we obtain β = 1.6485 a.u.

Dispersion energies for 100 benzene dimer configurations were calculated using the
ORIENT program [19]. The performance of the damped dispersion models compared to
SAPT(DFT) total dispersion energies (taken as the sum of the second-order dispersion,
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Figure 6: Dispersion energies for the benzene dimer. Scatter plot of dispersion energies
calculated using the damped dispersion models represented by E(2)

disp,d(n) against E(2)
disp,tot

calculated using SAPT(DFT). The dispersion models presented are anisotropic unless
given the suffix ‘iso’, in which case they are isotropic.

E
(2)
disp and exchange-dispersion energies, E(2)

ex-disp) is demonstrated in Fig. 6. The general
trend seen in the dispersion models is that as higher terms in the dispersion energy series
are added, energies become more accurate. Adding anisotropy to the dispersion model
also generally tended to produce more accurate results with the C12 anisotropic model
most closely matching the SAPT(DFT) results, although a higher level of scattering was
noticed. The scatter is probably due to the use of a single isotropic damping parameter
and highlights the need to incorporate anisotropy in this term to produce the most accurate
dispersion models.

2.4.1 Refining the isotropic C6 dispersion model

In practice, elaborate anisotropic dispersion models are difficult to use and consequently
in the interests of simplicity and transferability, a damped isotropic C6 model has been
chosen to represent dispersion in our potential. The scatter plot shown in Fig. 6 shows
that deviation of the model dispersion energies from the SAPT(DFT) energies is approxi-
mately linear for all the dispersion models. It thus becomes possible to introduce a scaling
factor by which the C6,iso model dispersion energies can be scaled to recover more accu-
rately the SAPT(DFT) energies. In order to find the scaling coefficients a function of the
following form was minimised:

Λ =
∑
i

wi

[
Ei

disp,tot + ξ
∑

a∈A,b∈B

f6(Rab)C
ab
6,iso

R6
ab

]2

, (9)
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where i labels the configurations and Edisp,tot is the total SAPT(DFT) dispersion energy.
The coefficient, ξ is determined by a least-squares fit and wi is a weight, which will gener-
ally be energy dependent. In the general case the scaling coefficient would depend on the
atom pairs, but in this work the simplest possible fit has been considered: all configura-
tions are weighted equally and a single constant of proportionality is used. The appropri-
ate scaling factor for the damped isotropic C6 model was found to be 1.372 for the phys-
ically significant dispersion energies defined by the range from −20 to 0 kJ mol−1. The
r.m.s. error for the damped and scaled C6,iso model over this range is only 0.47 kJ mol−1.
There are large errors at configurations with total dispersion energies lower than−20 kJ mol−1,
where the dispersion is underestimated in magnitude, but at such short ranges repulsive
interactions are expected to dominate.

3 Short-range energies

For our potential the short-range energy is defined as the sum of the exchange-repulsion,
penetration and induction energies:

Esr = E
(1)
exch + E(1)

pen + E
(2)
ind,tot. (10)

HereE(1)
pen is the penetration energy defined asE(1)

elst−E
(1)
elst(ESP);E(1)

elst(ESP) being the elec-
trostatic energy calculated using the distributed electrostatic-potential-fitted point charge
model. The total induction energy is given as E(2)

ind,tot = E
(2)
ind + E

(2)
exch-ind. The induction

is included as a short-range energy because, in the absence of strong permanent multi-
poles, Eind,tot is almost all due to orbital overlap effects. Unlike the exchange-repulsion
energy, Esr is not always positive, as there will be configurations for which the penetra-
tion energies - which are generally negative - and the negative induction energies will be
larger in magnitude than the corresponding exchange-repulsion energies. Nevertheless,
where negative, Esr is very small in magnitude, and, in any case, for most dimer config-
urations Esr is positive, so the negative values have been neglected. Furthermore, since
the penetration energy and exchange-repulsion energies both arise from the overlap of the
molecular wavefunctions, they both exhibit an exponential dependence on intermolecular
separation. Assuming the same distance dependence for both terms, and a similar expo-
nential dependence for short-range induction, we have fitted the positive values of Esr to
an atom-atom form of the Born-Mayer expansion:

G exp[−αab(Rab − ρab(Ωab))]. (11)

Here ρab(Ωab) describes the shape of the interaction between atoms a and b as a function of
their relative orientation Ωab and thus describes anisotropy in the overall interaction. The
hardness of the interaction is described by αab and G is a constant energy unit taken to be
10−3 a.u. The shape functions have been assumed to be the sum of the shape functions of
the individual sites (see Stone [57]):

ρab(Ωab) = ρa(θa, φa) + ρb(θb, φb), (12)

where
ρa(θa, φa) =

∑
lκ

ρalκCl,κ(θa, φa), (13)
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with a similar expression for ρb(θb, φb). Here the angles θa and φa describe the site-
site vector from a to b in the local axis system of site a. We have used an approximate
axial symmetry at each atomic site with the z-axis in the local axis system pointing ra-
dially outward from the carbon to the attached hydrogen. Consequently, the shape func-
tions ρab(Ωab) can be expanded in Legendre polynomials giving renormalised spherical
harmonics Cl,κ(θa, φb) (in the Racah definition) multiplied by a constant ρalκ to model
anisotropy. In this work the expansion was terminated at rank 2, but for the hydrogen
atoms, where anisotropy is less important, only terms up to rank 1 were found to be nec-
essary.

Fitting the short-ranges energies was split into two stages because a direct fit to all
the short-range terms of the type given by Eq. 11 would result in an unphysical parameter
set due to the highly coupled nature of the parameters. In the first stage, using the den-
sity overlap model [58], we fitted the first-order energies only, i.e. Esr = E

(1)
exch + E

(1)
pen.

This was done using SAPT(DFT) energies and density overlaps calculated at 500 benzene
configurations using the CAMCASP [39] program. These calculations were performed
using the MC Sadlej-pVTZ basis and the JK-TZVPP auxiliary basis. In the second stage,
we refined the parameters obtained from the first step against SAPT(DFT) energies cal-
culated at the first 100 configurations used in step one and a further 27 specific dimers at
orientations shown in Fig. 5. This time we used the much larger MC+ basis type, and the
short-range energy was defined to include the second-order induction energy as in Eq. 10.

The density overlap model postulates that the short-range energy is nearly propor-
tional to the overlap between the molecular electron densities. The short-range energy is
generally taken to be the exchange-repulsion energy, but here we additionally include the
penetration and, in step two of the fitting process, the induction energies. We fit the sum,
Esr, to the total density overlap:

Esr ≈ Efit = K0S
γ
ρ , (14)

where, if ρXe is the electron density of molecule X , the density-overlap is defined as
Sρ =

∫
ρAe (r)ρBe (r)d3r. For the asymptotically correct densities we have used here, the

exponent γ has been shown [59] to be exactly 1, so K0 is the only free parameter in this
model and can be determined trivially by minimising

χ2 =
∑
i

wi

[
Ei

fit

Ei
sr
− 1

]2

, (15)

where wi is the weight and Efit is the energy calculated from the fit. We have used the
Gaussian/Log weighting scheme [60] which is suitable when fitting a data set spanning
many orders of magnitude. In this scheme the weight, wi, is given by

wi = exp

[
− α

[
ln

(
Ei

sr

E0

)]2
]
, (16)

where α = 1/ ln 10 and E0 = 25 kJ mol−1 in the first stage and 8 kJ mol−1 in the second.

The fit to the total density overlap function is usually poor and a better fit is obtained if
we partition the electron density into atomic contributions, so that ρAe (r) =

∑
a∈A ρ

a
e (r),
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Table 1: Parameters of benzene anisotropic atom-atom potential in a.u.

Atom Pair laκa lbκb ρ α C6

C C 00 00 4.1780 1.8683 30.452
10 00 0.2535
20 00 −2.0390

C H 00 00 5.4242 1.7370 12.490
00 10 −0.4663
10 00 0.1472
20 00 −0.1422

H H 00 00 3.4400 1.5263 5.092
10 00 0.3611

and we fit Esr to the distributed overlap model [60, 61],

Esr ≈ Efit =
∑

a∈A,b∈B

KabSabρ , (17)

where a and b are the atomic sites of A and B, respectively, and Sabρ =
∫
ρae (r)ρbe(r)d3r

is the site-site density overlap. The density-partitioning is not unique and can be achieved
in a variety of ways. We have used density-fitting to achieve the partitioning, which is
analogous to the Gaussian multipole method of Wheatley [62]. Unfortunately, because
the electron density of some atoms are not sampled sufficiently, a straightforward fit to
the distributed overlap model results in unphysical values of Kab for some pairs of sites.
This problem can be avoided by using the constant K0 obtained from the fit to the total
density-overlap model as a constraint on the parameters Kab [34]. So we minimise the
function

∆ =
χ2∑
iwi

+ λ
∑
ab

(Kab −K0)
2, (18)

where λ is a parameter which could be dependent on the sites a and b, but has been
chosen to be a constant, and the χ2 has been normalised by the sum of the weights to
avoid a dependence on the number of points in the grid. We have used λ = 10−8 to give
reasonably good fits without the occurrence of unphysical values for Kab.

Having obtained the distributed overlap model (Eq. 17), it is now relatively easy to
fit the contributions of individual pairs of sites to a single Born-Mayer term of the form
Eq. 11, this time with physically sensible values for the parameters. In this way each fit
involves only a small number of adjustable parameters. The D6h symmetry of benzene
was taken into account at this stage of the fitting process. These stages of fitting were
performed using the CAMCASP [39] and the ORIENT [19] programs and the overall
weighted r.m.s. error for the fitted energies was 0.82 kJ mol−1.

In the second stage, the fitting was performed using penalty functions of the form
(pi−p0

i )
2 where p0

i are the anchor values obtained from the first stage of the fitting process.
In this way the fit was refined whilst preventing the parameters from taking non-physical
values. The final choice of parameters to be relaxed and the weights given to the harmonic
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Figure 7: Comparison of the benzene anisotropic potential with SAPT(DFT) energies
calculated for 100 random benzene dimer orientations.

constraints were chosen with an element of empiricism, although values of αab and ρab00,00

were constrained more tightly than other parameters. The final fit had a weighted r.m.s.
residual error of 0.75 kJ mol−1.

3.1 Overall benzene potential

The final fitting procedure described above was repeated to relax the Born-Mayer param-
eters and the damped C6,iso dispersion coefficients within constraints to fit SAPT(DFT)
energies calculated in the MC+ basis (E(1)

exch, E(1)
pen, E(2)

ind,tot and E(2)
disp,tot) for the 100 random

benzene geometries and 27 geometries relating to specific configurations. The SAPT(DFT)
energies were weighted so as to favour more negative energies to ensure the potential well
was accurately fitted. The weighting scheme used has been adapted from that used in Ref.
[63] and is given as

wi = Θ(Ei
tot − E0)

(
E0

Ei
tot

)2

+
[
1−Θ(Ei

tot − E0)
]

exp
[
γ(E0 − Ei

tot)
]
, (19)

where Θ(x) is the Heaviside step function. Ei
tot are the SAPT(DFT) energies and the

parameters E0 and γ were set to 3 kJ mol−1 and 0.1 mol kJ−1 respectively.

The parameters for the benzene anisotropic potential, based on the ESP point charge
model, are given in Table 1. The point charges in a.u. used for carbon and hydrogen
atoms are -0.1111 and 0.1111 respectively. It should be noted that for this potential the
definition of the shape function given in Eq. 12 was relaxed and instead shape functions
for individual atoms were allowed to vary depending on the specific atom pair considered.
This allowed a better fit for the benzene dimers but for the development of a general
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Figure 8: Comparison of benzene anisotropic potential with SAPT(DFT)energies and
W99 potential for T-shaped (T), crossed (X) and slipped parallel (SP) dimer configura-
tions.

anisotropic potential for PAHs (discussed below) we have retained this definition for the
sake of transferability.

The weighted r.m.s. residual energy (Ei
tot − Ei

fit) for the benzene anisotropic poten-
tial when compared with the 127 SAPT(DFT) energies was found to be 0.49 kJ mol−1.
Figure 7 shows the scatter of energies of the new potential compared to SAPT(DFT) ener-
gies for the random benzene dimer configurations and some of the specific configurations
chosen. For comparison the W99 potential has been included and the plot shows energies
calculated with the new potential are noticeably less scattered. The scatter which remains
for the new potential results is likely to be due to the damped C6 isotropic dispersion
model and for which there cannot be further improvement without going to a more de-
tailed dispersion model. Figure 8 shows a comparison of the new benzene potential with
SAPT(DFT) energies and the W99 potential for the orientations shown in Fig. 5. The new
potential matches the SAPT(DFT) results in all configurations, especially the T-shaped
configuration where the W99 potential is notably poor.

4 Generalising to larger PAH molecules

The shape function shown in Eq. 12 imposes certain constraints on the parameters of the
potential. For example, ρHH

10,00 = ρCH
00,10. These conditions were not imposed during the

construction of the benzene anisotropic potential, but they can be, and if we do impose
them, the reduced flexibility of the functional form results in a poorer fit with a weighted
r.m.s. residual of 0.96 kJ mol−1. These shape constraints are probably inconsequential if
the potential is restricted to a single system, but, since they impose the idea of transferabil-
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Figure 9: Pyrene: (a) Slipped-parallel L, symmetry C2h (b) Graphite-type, symmetry Ci
(c) Slipped-parallel S, symmetry C2h (d) Crossed, symmetry D2d.

ity [57] are needed if we wish to use the potential parameters on other, related, systems
as well. So when generalising the benzene potential to larger PAH molecules we have
imposed these constraints. This results in a potential with fewer parameters, but as shall
be shown, appears to perform remarkably well for the larger PAH dimers.

The benzene anisotropic potential (BAP) parameters serve as the starting parameteri-
sation for the transferable anisotropic PAH potential. As can be seen from Figs. 10-13 the
parameters from this potential describe the interactions between the larger PAH molecules
reasonably well, demonstrating that they are a good starting point for a more accurate,
generalised potential. We have tuned the potential parameters against 111 SAPT(DFT)
dimer energies calculated by Podeszwa and Szalewicz [18] for the naphthalene, anthracene
and pyrene dimers at the orientations shown in Figs. 1– 9). Molecular geometries were
taken from [18] and ESP point charge models were calculated for each molecule with the
GAUSSIAN03 [38] program in the same way as described for benzene. The geometries
and partial atomic charges are given in the supporting information.

The ORIENT program cannot simultaneously fit parameters to multiple types of molec-
ular dimers, so an iterative scheme has been adopted. In this scheme the initial benzene
parameterisation is used as the starting point for fitting the parameters for the naphthalene
dimer; having obtained a the new set of parameters, these now become the starting point
for fitting to the anthracene dimer energies; this process is then continued, cycling through
each set of dimer energies for each of the four PAH molecules. In order to converge to a
parameter set, the harmonic constraints used in the fitting procedure were tightened after
each iteration. Eventually the parameters are so tightly constrained that they could not be
varied; this gave us the final parameter set. Whilst this procedure is by no means opti-
mum, it has proved adequate and has resulted in a generalized parameter set that is not
only able to model the interactions of the larger PAH molecules, but also the 127 benzene
dimer geometries.

Table 2 shows the set of parameters obtained for the general PAH anisotropic poten-
tial (PAHAP) which, unlike the initial benzene parameterisation, satisfy the constraints
imposed by the shape function given in Eq. 12. From Figs. 10-13 we see that the PAHAP
parameterisation is also a slight improvement over the benzene parameterisation for the
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Figure 10: Comparison of the W99 potential, the benzene anisotropic potential (BAP) and
the PAH anisotropic potential (PAHAP) with SAPT(DFT) energies for benzene dimers.
Model potential energies have been calculated using the ORIENT [19] program.
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Figure 11: Comparison of the W99 potential, the benzene anisotropic potential (BAP)
and the PAH anisotropic potential (PAHAP) with SAPT(DFT) energies for naphthalene
dimers. Model potential energies have been calculated using the ORIENT [19] program.
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Figure 12: Comparison of the W99 potential, the benzene anisotropic potential (BAP)
and the PAH anisotropic potential (PAHAP) with SAPT(DFT) energies for anthracene
dimers. Model potential energies have been calculated using the ORIENT [19] program.
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Figure 13: Comparison of the W99 potential, the benzene anisotropic potential (BAP)
and the PAH anisotropic potential (PAHAP) with SAPT(DFT) energies for pyrene dimers.
Model potential energies have been calculated using the ORIENT [19] program.

22



Table 2: Parameters of PAH anisotropic atom-atom potential in a.u.

Atom Pair laκa lbκb ρ α C6

C C 00 00 5.8147 1.8615 30.469
10 00 0.0217
20 00 −0.2208

C H 00 00 5.1505 1.7756 12.840
00 10 −0.2718
10 00 0.0217
20 00 −0.2208

H H 00 00 4.4862 1.4312 5.359
10 00 −0.2718

larger PAHs, without a significant loss of accuracy for the benzene dimer energies. In par-
ticular, in contrast to the W99 potential, the PAHAP potential correctly models the PAH
interaction energies at both the stacked as well as the T-shaped configurations. The over-
all weighted r.m.s. residual error over the 238 dimer configurations considered was found
to be 0.73 kJ mol−1, which is more than three times less than the error of 2.54 kJ mol−1

incurred by the W99 potential.

5 Discussion

Using ab initio calculations we have developed a transferable anisotropic potential for
polycyclic aromatic hydrocarbons that surpasses some of the best empirically derived
isotropic potentials in accuracy. In particular, this potential accurately predicts inter-
molecular interactions for both stacked and non-stacked dimer configurations, such as
the T-shape dimer. This is important as whilst stacked configurations are generally ener-
getically more favourable for most PAH dimers, when modelling clusters of PAHs as in
the context of nascent soot particles, non-stacked configurations are also present [13, 64].

To assess the overall accuracy of our potential we have to consider both the accuracy
of the fit and the accuracy of the SAPT(DFT) energies. The accuracy of the former is
shown by the weighted r.m.s. residual error which was calculated to be 0.73 kJ mol−1

over the 238 dimer configurations considered. To determine the accuracy of the latter
comparison must be made to other ab initio results. Highly accurate benzene dimer en-
ergies have been obtained at CCSD(T) and QCISD(T) level by Janowski and Pulay [65].
In this work the largest calculation at QCISD(T)/aug-cc-pVQZ level involved 30 cor-
related orbitals and 1512 basis functions. Of the three benzene dimers configurations
considered, only energy calculations for the T-shape dimer are directly comparable to
our SAPT(DFT) calculations. At a separation of 4.989 Å the QCISD(T) binding energy
extrapolated to infinite basis is 11.23 kJ mol−1, whereas the corresponding SAPT(DFT)
binding energy calculated at a separation of 5.0 Å in our MC+ basis is 10.33 kJ mol−1.
This error in our SAPT(DFT) calculations is probably due to the difference in basis sets.
The MC+ basis comprises the Sadlej-pVTZ basis for the monomer centred functions and
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extra 3s2p1d midbond functions, but this combined basis is considerably smaller than
that used in QCISD(T) calculations and is the likely cause for the underestimation of the
binding energy. Using larger basis sets would reduce the error but would increase compu-
tational demands prohibitively. Thus at our chosen level of theory the error is unavoidable
and given the transferable nature of our PAH potential we believe this error to be quite
acceptable.

The new transferable PAH anisotropic potential represents a first step in our planned
investigation of the intermolecular chemistry involved in the clustering of PAHs which
is thought to be an important step in the formation of nascent soot particles. Whilst this
potential can be used in its own right, it is hoped that it will also provide an accurate ref-
erence against which we can produce a general coarse-grained PAH potential, necessary
for the study of large molecular clusters. The potential may also find applications in other
fields were the effects of anisotropy could be important, such as organic crystal structure
prediction [66].
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Supporting Information

Table 1: Benzene monomer coordinates and point charges (a.u.)

Atom label x y z Charge
C1 -2.63923 0.00000 0.00000 -0.11114
C2 2.63923 0.00000 0.00000 -0.11114
C3 -1.31961 -2.28564 0.00000 -0.11114
C4 1.31961 -2.28564 0.00000 -0.11114
C5 -1.31961 2.28564 0.00000 -0.11114
C6 1.31961 2.28564 0.00000 -0.11114
H1 -4.69339 0.00000 0.00000 0.11114
H2 4.69339 0.00000 0.00000 0.11114
H3 2.34669 4.06460 0.00000 0.11114
H4 -2.34669 4.06460 0.00000 0.11114
H5 2.34669 -4.06460 0.00000 0.11114
H6 -2.34669 -4.06460 0.00000 0.11114



Table 2: Naphthalene monomer coordinates and point charges (a.u.)

Atom label x y z Charge
C1 -1.33862 -4.59918 0.00000 -0.10048
C2 -2.65019 -2.35249 0.00000 -0.29796
C3 -1.35523 0.00000 0.00000 0.24018
C4 1.35523 0.00000 0.00000 0.24018
C5 2.65019 -2.35249 0.00000 -0.29796
C6 1.33862 -4.59918 0.00000 -0.10048
C7 -2.65019 2.35249 0.00000 -0.29796
C8 2.65019 2.35249 0.00000 -0.29796
C9 1.33862 4.59918 0.00000 -0.10048
C10 -1.33862 4.59918 0.00000 -0.10048
H1 -4.70575 2.34799 0.00000 0.15530
H2 -2.35493 -6.38388 0.00000 0.12304
H3 -4.70575 -2.34799 0.00000 0.15530
H4 4.70575 -2.34799 0.00000 0.15530
H5 2.35493 -6.38388 0.00000 0.12304
H6 4.70575 2.34799 0.00000 0.15530
H7 2.35493 6.38388 0.00000 0.12304
H8 -2.35493 6.38388 0.00000 0.12304



Table 3: Anthracene monomer coordinates and point charges (a.u.)

Atom label x y z Charge
C1 1.36540 2.31298 0.00000 0.23448
C2 1.36540 2.31298 0.00000 0.23448
C3 1.36540 -2.31298 0.00000 0.23448
C4 -1.36540 -2.31298 0.00000 0.23448
C5 -2.65253 0.00000 0.00000 -0.47174
C6 2.65253 0.00000 0.00000 -0.47174
C7 2.65927 4.68538 0.00000 -0.25252
C8 -2.65927 4.68538 0.00000 -0.25252
C9 2.65927 -4.68538 0.00000 -0.25252
C10 -2.65927 -4.68538 0.00000 -0.25252
C11 1.34762 -6.91760 0.00000 -0.11389
C12 -1.34762 -6.91760 0.00000 -0.11389
C13 1.34762 6.91760 0.00000 -0.11389
C14 -1.34762 6.91760 0.00000 -0.11389
H1 4.71450 -4.67888 0.00000 0.14291
H2 2.35428 -8.70751 0.00000 0.12531
H3 -2.35428 -8.70751 0.00000 0.12531
H4 -4.71450 -4.67888 0.00000 0.14291
H5 4.71450 4.67888 0.00000 0.14291
H6 2.35428 8.70751 0.00000 0.12531
H7 -2.35428 8.70751 0.00000 0.12531
H8 -4.71450 4.67888 0.00000 0.14291
H9 -4.70918 0.00000 0.00000 0.19915
H10 4.70918 0.00000 0.00000 0.19915



Table 4: Pyrene monomer coordinates and point charges (a.u.)

Atom label x y z Charge
C1 -1.34794 0.00000 0.00000 -0.04275
C2 1.34794 0.00000 0.00000 -0.04275
C3 2.70059 2.33625 0.00000 0.22339
C4 2.70059 -2.33625 0.00000 0.22339
C5 -2.70059 -2.33625 0.00000 0.22339
C6 -2.70059 2.33625 0.00000 0.22339
C7 1.28651 4.65603 0.00000 -0.24782
C8 5.35355 2.28771 0.00000 -0.29542
C9 1.28651 -4.65603 0.00000 -0.24782
C10 5.35355 -2.28771 0.00000 -0.29542
C11 -1.28651 -4.65603 0.00000 -0.24782
C12 -5.35355 -2.28771 0.00000 -0.29542
C13 -1.28651 4.65603 0.00000 -0.24782
C14 -5.35355 2.28771 0.00000 -0.29542
C15 6.65929 0.00000 0.00000 -0.05466
C16 -6.65929 0.00000 0.00000 -0.05466
H1 2.32543 6.42907 0.00000 0.15533
H2 6.38694 4.06382 0.00000 0.15109
H3 2.32543 -6.42907 0.00000 0.15533
H4 6.38694 -4.06382 0.00000 0.15109
H5 -2.32543 -6.42907 0.00000 0.15533
H6 -6.38694 -4.06382 0.00000 0.15109
H7 -2.32543 6.42907 0.00000 0.15533
H8 -6.38694 4.06382 0.00000 0.15109
H9 8.71284 0.00000 0.00000 0.12425
H10 -8.71284 0.00000 0.00000 0.12425
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