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#### Abstract

A new multidimensional model for the wet granulation of powders is presented, which includes the transformations coalescence, compaction, reaction, penetration and breakage. The particles and their composition are described by six dimensions. The particle model consists of two kinds of solid (original and reacted), pore volume, two kinds of liquid (on the external surface and in the pores) and the number of entities (beads) in the particle. This allows for a detailed tracking of the granulation process. Process operating conditions such as the impeller speed of the mixer and the binder composition are reflected in the descriptions of the transformations. The model framework is tested against experimental results (Simmons, Turton and Mort. Proceedings of Fifth World Congress on Particle Technology, paper 9d, 2006) from granulation of sugar particles with different PEG based binders in a bench scale mixer. The experiments were carried out for different impeller speeds, binder compositions and process durations. A response surface approach is chosen in order to establish important model parameters of the subprocesses incorporated in the model through an optimisation step, fitting the model to the set of experiments. These model parameters are the collision rate constant, the compaction rate constant, breakage rate constant, and the reaction rate constant. The simulations with this set of parameters show that the model predicts the correct trends, not only in time, but also for crucial process conditions such as the impeller speed and the binder composition. The influence of their choice is discussed for the porosity of the particle ensemble that is linked to important macro properties like the dissolution behaviour and bulk density. Furthermore, statistics of the different events such as collisions, coalescence and breakage reveal which processes are governing the granulation at different stages under varying conditions. For instance, it has been found that successful coalescence events outnumber the breakage events by a factor of up to three for low impeller speeds.
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## 1 Introduction

Although granulation or agglomeration processes have been performed on industrial scales for decades, they have not yet been fully understood. Granules are produced in various industries for a wide range of products. Such granules can either be used by other industries, e. g. fertilizer and ore pellets, or private consumers, e.g. washing powders and drugs. In the latter case granules are often not visible to the user as they are embedded in tablets or dragées.

All of these granulation processes have in common that the products need to fulfil specific quality requirements in order to serve for the desired use. The creation of desirable particulate material can either be achieved via dry granulation or by wet granulation (e.g. in fluidized beds, rotating drums or high shear mixers [28]). In the latter case the solid-liquid-ratio plays a crucial role as the liquid acts as mediator between the solid particles and promotes the growth/build up of granules. In various studies, so called regime maps have been established [11, 13, 15]. Although these maps describe very well what can be observed in a granulator (crumbling, steady growth, etc.) under different conditions, they do not solve the questions about the underlying mechanisms completely.

If a granule is observed on the microlevel, several subprocesses can be distinguished. There is no dispute in the community that granulation is governed by coalescence (including layering) and breakage (attrition and fragmentation) [14]. As liquid is part of the system as well, it is important how the liquid (binder) is added, whether it is sprayed into the vessel [1] or put in as a paste (melt binder) [23]. The growth process of the granules is then influenced by the spreading, i.e. the distribution of the binder. Spreading is, among others factors, governed by the droplet size, spray rate, powder bed movements and penetration of the liquid [10, 32]. The interaction of all these processes will determine the behaviour of the system and the outcome of the granulation process. The linking of the different subprocesses is sketched in fig. 1. Through the addition of binder the particles are wetted. After picking up some binder the particles start to coalesce/grow. Due to impacts experienced in the equipment (e.g. from the impeller) the particles will then undergo consolidation, also known as compaction. Depending on the material properties and the process conditions breakage of the granules will occur, causing the disintegration


Figure 1: Stages of a wet granulation process
of the granules. However, the breakage of the wet particles leads also to the dispersion of the binder, so that the liquid component is spread throughout the particle ensemble enabling further coalescence events. Although coalescence and breakage are antagonistic processes, both are necessary to drive the granulation process. The question is: which ratio of coalescence to breakage events is most beneficial to the overall process?

As all the influences mentioned above have an impact on the performance of (industrial) granulation processes, it would be beneficial to have a very good understanding of the process in order to use certain process variables (e.g. flowrate of binder, droplet size, impeller speed) as control variables so that the process can be controlled [6].
If model predictive control is used, a well suited model of the process is necessary in order to get the best handle on the process. Modelling of granulation processes is done with population balances, which are also used in other fields ranging from combustion (soot formation) [25, 26] and crystallisation [7] to liquid-liquid extraction [9]. For granulation it started in the 60 's with one dimension [17]. But it turned out that it is necessary to incorporate more than one dimension [12] in order to keep track of the several components in a granule. In recent work a model framework with five dimensions has been proposed [2]. Such a complex model contains quite a few process variables and parameters. By varying a set of variables within a given range, it is possible to assess the sensitivities of the process. Experimental design, as this mapping is called, allows us to study the effects of the variables considered. It is then possible to identify optimal process conditions [31]. However, the number of levels for each variable in the experimental design is normally kept low (usually two or three). This means, for the evaluation of the process response in the entire range, one has to use a continuous mapping. For instance, it is possible to construct a response surface based on the results of the experimental design.

The purpose of this paper is to employ a response surface methodology approach to an extended wet granulation model based on [2]. This existing model is modified in such a way that changes in process conditions such as impeller speed and binder composition, and hence the binder viscosity, are reflected in the various transformations. The new multidimensional model includes the transformations coalescence, compaction, reaction, penetration and breakage. The response surface methodology approach is then employed in order to establish a set of process independent model parameters on the basis of a set of experimental data from [24]. The sensitivity of the model with respect to certain process conditions is tested with the derived set of model parameters. The influence of the process conditions on the porosity of the particles as an important property is also discussed. Furthermore, statistics of the different events such as collisions, coalescence and breakage are presented in order to find out which processes govern the granulation at different stages and under varying conditions.

## 2 Experimental background

The current paper is inspired by a previous experimental study [24] that investigated the effects of binder composition and mixing rate on the liquid spreading over time. In these experiments sugar particles of a fairly narrow size class were used as solid material being mixed with different mixtures of water and PEG4000 in a standard Braun mixer (model:

## K600 CombiMax).

Amongst other characteristics the mass of agglomerates was determined for various parameter sets and times. The results of these measurements are summarised in table 1. Several trends can be observed in these data. For a fixed impeller speed and a binder with a water/PEG4000 ratio of 50:50 the mass of agglomerates decreases monotonically over time for any of the chosen impeller speeds. Also it is noticeable that the mass of agglomerates at the final time $t=80 \mathrm{~s}$ reduces with an increasing amount of water in the binder for a given impeller speed. Although the data suggest such trends, it has to be mentioned that the value for an impeller speed of 900 rpm and a binder with a water/PEG4000 ratio of 70:30 does not quite follow the trend. Furthermore the mass of agglomerates decreases with increasing impeller speed for any time and any binder composition.

## 3 Process modelling

The aforementioned granulation process shall be modelled in the forthcoming section. A common way for such modelling work is the use of population balance equations which describe the evolution of the particle ensemble over time. For a complete description of the process one must define which properties of the particles are being tracked in the population balance, which transformations these particles can undergo, and with which rates these transformations happen.
In this section we present an improved model framework building upon a previous fivedimensional granulation model [2]. The new model makes use of a six-dimensional state space. In addition to this, attention is paid to the incorporation of the operating conditions such as the impeller speed of the mixer in the rate laws of the various transformations. These are also dependent on the binder composition and hence the binder viscosity.

### 3.1 State space

Granules often consist of many components. As has been shown previously [12], the composition of a granule has to be taken into account in order to obtain a satisfying description of the granulation process.

Previous work [2] proposed a particle description with five independent variables tracking

Table 1: Mass of agglomerates (in grams) in experiments

| impeller speed [rpm] | ratio water/PEG4000 [wt\%] |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | time [s] |  |  |  |  |  |
|  | 10 | 20 | 40 | 80 | 80 | 80 |
| 600 | 19.60 | 7.10 | 6.50 | 5.45 | 3.00 | 0.80 |
| 900 | 2.35 | 1.05 | 0.95 | 0.60 | 0.80 | 0.20 |
| 1200 | 1.60 | 0.80 | 0.50 | 0.40 | 0.30 | 0.05 |

Table 2: Independent variables describing a granule

| variable | notation |
| :---: | :---: |
| original solid volume | $s_{\mathrm{o}}$ |
| reacted solid volume | $s_{\mathrm{r}}$ |
| external liquid volume | $l_{\mathrm{e}}$ |
| internal liquid volume | $l_{\mathrm{i}}$ |
| pore volume | $p$ |
| number of beads | $n$ |

two kinds of solid, two kinds of liquid and the pore volume of a particle. We will follow this route, making the model extension that a particle contains a certain number of equal sized entities, which we refer to as beads. Hence, a granule will be described by six independent variables, listed in table 2. The particles are assumed to be of spherical shape. This means that dependent variables such as the particle volume $v$, the external and internal surface area $a_{\mathrm{e}}$ and $a_{\mathrm{i}}$ and the porosity $\varepsilon$ can be calculated as in [2].

### 3.2 Transformations and their rules

Particles with a composition made of the components listed in table 2 make up a particle ensemble in the granulator. Within this equipment these particles can undergo the following transformations [2]:

1. Coalescence of particles
2. Compaction (porosity reduction)
3. Chemical reaction
4. Mass transfer of liquid into the pores (penetration)
5. Breakage

The rate laws for the aforementioned transformations will be for the most part similar to the ones in [2], but changes will be made in order to incorporate the influence of the impeller speed and the binder composition. These two parameters have been identified as playing a significant role in the granulation process.
In this section we highlight only the most significant details of the transformations. Further details can be found in appendix A.

### 3.2.1 Coalescence

The coalescence of two particles with properties $x$ and $x^{\prime}$ is described by the coalescence kernel $K\left(x, x^{\prime}\right)$. In the current study we make use of a new kernel with the following
structure,

$$
\begin{equation*}
K\left(x, x^{\prime}\right)=n_{\text {impeller }} \widehat{K}_{0} \widetilde{K}\left(x, x^{\prime}\right) \tag{1}
\end{equation*}
$$

with $n_{\text {impeller }}$ being the rotational speed of the impeller and $\widehat{K}_{0}$ the collision rate constant of the particles, and the coalescence efficiency $\widetilde{K}\left(x, x^{\prime}\right)$ defines whether coalescence occurs or not. This is decided using the Stokes criterion, i. e. the critical Stokes number $\mathrm{St}_{\mathrm{v}}^{*}$ has to be bigger than or equal to the viscous Stokes number $\mathrm{St}_{\mathrm{v}}$, so that

$$
\begin{equation*}
\widetilde{K}\left(x, x^{\prime}\right)=\mathbb{1}_{\left\{\mathrm{St}_{\left.\mathrm{t}_{\mathrm{v}}^{*} \geq \mathrm{St}_{\mathrm{v}}\right\}} \quad{ }^{1} . . . . ~\right.}^{\text {. }} \tag{2}
\end{equation*}
$$

The rules of how to calculate the Stokes numbers and other details about the kernel such as the dependency on the impeller speed can be found in appendix A.1.

The viscous Stokes number $\mathrm{St}_{\mathrm{v}}$ is dependent on the collision velocity $U_{\text {col }}$. This important parameter of the model framework will be computed as follows:

$$
\begin{equation*}
U_{\text {col }}=2 \pi \widetilde{u}_{\text {col }} n_{\text {impeller }} r_{\text {impeller }}, \tag{3}
\end{equation*}
$$

where $\widetilde{u}_{\text {col }}$ is the ratio of collision velocity to impeller tip speed, and $r_{\text {impeller }}$ the impeller radius. Eq. 3 follows from the analysis of various studies in which the velocity fields in granulators have been measured using different techniques, namely positron emission particle tracking (PEPT) and particle image velocimetry (PIV). A short summary of these findings is given in appendix A.1.

### 3.2.2 Compaction

We adopt the approach used in [2]. Details can be found in appendix A.2.

### 3.2.3 Chemical reaction

Chemical reaction such as the solidification of the binder on the surface of a particle and inside the pores shall be considered as a transformation in the current model framework. We follow the approach in a previous study [2]. Further details about the transformation are given in appendix A.3. Although the rate laws are the same as in [2], the rate constants will be different in the current study as different materials are used. These constants are unknown and need to be estimated from experimental results.

### 3.2.4 Penetration

In contrast to coalescence and compaction, the collision velocity $U_{\text {col }}$ does not have any effect on the migration of binder on the particle surface into the pores. Moreover, other variables will govern this process. The most significant one of them is the binder viscosity $\eta$, so that the penetration rate $r_{\text {pen }}$ will be computed by:

$$
\begin{equation*}
r_{\mathrm{pen}}=\widehat{k}_{\mathrm{pen}} \eta^{-1 / 2} l_{\mathrm{e}}\left(p-l_{\mathrm{i}}\right) . \tag{4}
\end{equation*}
$$

[^0]The dependency of the penetration rate on the binder viscosity is a new feature of the granulation model. A more detailed analysis of the transformation and further aspects regarding its computation are given in appendix A.4.

### 3.2.5 Breakage

With respect to breakage, it should be noted that the system contains three different particle "types", all described by the same particle model. Namely we have

- droplets: $s_{\mathrm{o}}=0, s_{\mathrm{r}}=0, l_{\mathrm{e}}=v, l_{\mathrm{i}}=0, p=0$
- solid cores with external liquid and a non-breakable solid core $\left(v-l_{\mathrm{e}}\right)$ :
$s_{\mathrm{o}}>0, s_{\mathrm{r}} \geq 0, l_{\mathrm{e}} \geq 0, l_{\mathrm{i}} \geq 0, p \geq 0$
- "real" agglomerates: $s_{\mathrm{o}}>0, s_{\mathrm{r}} \geq 0, l_{\mathrm{e}} \geq 0, l_{\mathrm{i}} \geq 0, p>0$.

In order to describe the breakage transformation, one has to know the breakage frequency of the particles and their daughter particle distribution. The breakage frequency is a measure of the likelihood that a particle breaks. This is likely to depend on the operating conditions, so that the breakage frequency in the current model is dependent on the impeller speed. We assume that the breakage has binary character, so that the transformation results in an abraded parent particle and a daughter particle. In contrast to [2], the daughter particle distribution does not only depend on the size of the parent particle but also on its composition.

Breakage frequency In the literature, e.g. [30], it is reported that the breakage probability, for instance in milling, is proportional to the applied kinetic energy, i.e. to the square of the impact velocity $U_{\mathrm{imp}}$. As the energy is introduced into the system by the impeller movement, we anticipate that particle breakage is caused by impeller-particle collisions. The impact velocity $U_{\mathrm{imp}}$ is the speed differential between the tip speed and the particle velocity. Hence we get,

$$
\begin{align*}
U_{\text {imp }} & =2 \pi \widetilde{u}_{\text {imp }} n_{\text {impeller }} r_{\text {impeller }}  \tag{5}\\
& =2 \pi\left(1-\widetilde{u}_{\text {col }}\right) n_{\text {impeller }} r_{\text {impeller }} . \tag{6}
\end{align*}
$$

Due to the solidification of the binder the particles are expected to gain strength, i. e. will be less likely to break. Therefore a function $\Psi\left(s_{\mathrm{r}}\right)$ is introduced,

$$
\begin{align*}
\Psi\left(s_{\mathrm{r}}\right)= & 1-\min \left(\frac{s_{\mathrm{r}} /\left(s_{\mathrm{o}}+s_{\mathrm{r}}+p\right)}{s_{\mathrm{r}}^{*}}, 1\right) \quad,  \tag{7}\\
\text { with } \quad s_{\mathrm{r}}^{*}= & \text { dimensionless critical amount of reacted solid so that } \\
& \text { the particle core does not break. }
\end{align*}
$$

Taking these considerations into account, the breakage frequency $g(x)$ takes the following form:

$$
\begin{align*}
& g(x)= \begin{cases}\widehat{k}_{\mathrm{att}} U_{\mathrm{imp}}^{2}\left(\varepsilon \Psi\left(s_{\mathrm{r}}\right)+\chi\right) v, & \text { if } \begin{array}{r}
\varepsilon \Psi=0 \text { and } l_{\mathrm{e}} \geq l_{\mathrm{e}, \text { parent }, \min } \\
\varepsilon \Psi>0 \text { and } n \geq n_{\text {parent,min }} \\
0
\end{array}, \text { otherwise }\end{cases}  \tag{8}\\
& \text { with } \quad \varepsilon=\frac{p}{v}, \quad \chi=\frac{l_{\mathrm{e}}}{v} .
\end{align*}
$$

Further remarks and discussion about the breakage frequency can be found in appendix A.5.

Daughter distributions and particle composition The daughter distributions of the different types of particles have to be distinguished. This leads to following cases and conditions.

- Case I: Droplets and particles with non-breakable solid core

$$
\begin{equation*}
\varepsilon \Psi\left(s_{\mathrm{r}}\right)=0 \tag{9}
\end{equation*}
$$

- Case II: "Real" agglomerates

$$
\begin{equation*}
\varepsilon \Psi\left(s_{\mathrm{r}}\right)>0 \tag{10}
\end{equation*}
$$

With respect to the daughter distributions and their composition we follow the ideas from [2]. The details are given in appendix A. 5 .

### 3.3 Initial conditions for the simulations

At the start of the process two types of particles are present in the system, 350 g of nonpareils and 8 ml of binder droplets. The sugar particles are nonporous. Further it is assumed that it is sufficient to represent the particles as a monodisperse ensemble, because the material used in the experiments exhibited a narrow size range. Hence the solid particles have the following composition at the start of the process:

$$
s_{\mathrm{o}}=4.077 \cdot 10^{-10} \mathrm{~m}^{3}, \quad s_{\mathrm{r}}=0 \mathrm{~m}^{3}, \quad l_{\mathrm{e}}=0 \mathrm{~m}^{3}, \quad l_{\mathrm{i}}=0 \mathrm{~m}^{3}, \quad p=0 \mathrm{~m}^{3} .
$$

Amongst the solid particles are binder droplets which have approximately a diameter of 2 mm . Therefore their composition will be,

$$
s_{\mathrm{o}}=0 \mathrm{~m}^{3}, \quad s_{\mathrm{r}}=0 \mathrm{~m}^{3}, \quad l_{\mathrm{e}}=4.188 \cdot 10^{-9} \mathrm{~m}^{3}, \quad l_{\mathrm{i}}=0 \mathrm{~m}^{3}, \quad p=0 \mathrm{~m}^{3} .
$$

## 4 Response surface methodology

The testing and validation of the model outlined in the previous section is done through the application of an experimental design/response surface approach and optimisation.

### 4.1 Experimental design

When one wants to optimise the outcome of a process, reaction, etc., one can vary the parameters under scrutiny. However, varying one parameter at the time can be misleading, as combined changes of the parameters can be important and should therefore be considered as well. They often give a significant contribution towards the decision on how to proceed in the optimisation procedure. As each set of parameters represents a different experiment, one wants to keep the number of experiments as low as possible in order to achieve an optimal value within the desired, quality dictated boundaries.
These parameters $z$ are often called factors. For each of these factors the user has to define levels, at least two. In order to get a full mapping of $k$ factors with 2 levels each, $2^{k}$ experiments are necessary. This set of experiments allows for the calculation of the effects of each factor, which are effectively sensitivities with respect to the $k$ parameters. For easier handling of the data it is common to code the respective variables/parameters. Therefore the parameter range is normalised to $\left[\begin{array}{ll}-1 & 1\end{array}\right]$ corresponding to the lowest and highest value [20].
Although the naming implies it, the observations at each point of the experimental design do not necessarily have to come from experiments. This means the observations of the process can also be results from simulations, so that the effects of the respective model variables and parameters can be examined. Moreover, the observations can be used to construct a response surface $\zeta(z)$ that is an approximation of the "real" process behaviour,

$$
\begin{align*}
& \zeta(z)=f_{\operatorname{sim}}(z)+\epsilon  \tag{11}\\
& \text { with } \quad \zeta(z)=\text { response surface } \\
& f_{\operatorname{sim}}(z)=\text { value from simulation } \\
& \epsilon=\text { approximation error }
\end{align*}
$$

Such a surface allows for the simple calculation of the process value for a given set of parameters without evaluating the complex model framework at this point. This means the process model is only evaluated at certain points. For cases that fall within this range of process conditions the process behaviour is approximated by the response surface. Hence the evaluation of the process behaviour for such points is done via the response surface, which has the attraction of being computationally cheap, whereas the evaluation of the complex model framework can be computationally expensive as is the case in the current study.
The simplest response surface is of first order and can be represented by following equation:

$$
\begin{align*}
& \zeta(z)=\beta_{0}+\sum_{j=1}^{k} \beta_{j} z_{j}  \tag{12}\\
& \text { with } \quad j=\text { variable index } \\
& k=\text { number of variables } \\
& \beta_{0}, \beta_{j}=\text { parameters of surface }
\end{align*}
$$

The number of parameters in eq. 12 is $1+k$. Estimates for these parameters can be established by fitting eq. 12 to a set of observations.

### 4.2 Optimisation

If one wants to achieve an optimum with respect to a certain process outcome, it is possible to formulate the problem as a minimisation problem. Therefore an objective function $\Phi(z)$ is defined,

$$
\begin{align*}
\Phi(z)=\sum_{i=1}^{N}\left[y_{i}(z)\right. & \left.-\widetilde{y}_{i}\right]^{2}  \tag{13}\\
\text { with } \quad i & =\text { experiment index }(i=1, \ldots, N) \\
y_{i}(z) & =\text { model response } \\
\widetilde{y}_{i} & =\text { observed values } .
\end{align*}
$$

The minimisation of the objective function $\Phi(z)$ yields the optimal parameter set $z_{\mathrm{opt}}$. The model response $y(z)$ can originate from any source. This means, it can stem from a model or just from approximations of the solution such as a response surface.
The optimisation is subject to a number of constraints. There often exist physical limits for the parameters $z$, so that

$$
\begin{equation*}
z_{\text {constraints,low }} \leq z_{\text {opt }} \leq z_{\text {constraints,high }} \tag{14}
\end{equation*}
$$

In case the model response is taken from a response surface, $i t$ has to be remembered that such surface is just an approximation of the model. Hence, it might be necessary due to physical reasons to impose constraints on the model solutions as well,

$$
\begin{equation*}
\zeta_{\text {constraints,low }} \leq \zeta\left(z_{\text {opt }}\right) \leq \zeta_{\text {constraints,high }} . \tag{15}
\end{equation*}
$$

## 5 Results and discussion

The experimental results (mass of agglomerates) (see table 1) show different trends with respect to mixing time, impeller speed and binder composition. Ideally all of the model parameters would be known, but in reality this is not the case, so that the unknown ones have to be estimated. This means that some of the model parameters were estimated in the current study, whereas the rate constants were obtained from an optimisation procedure that is discussed in the next section. Table 7 in the appendix lists all model parameters and their used values.

Using an optimisation routine would mean in practice that the complex granulation model has to be evaluated for every point at each optimisation step, which will be computationally expensive. A suitable way to avoid such problems is offered by the response surface methodology. In the current study, we chose to optimise four model parameters, namely the collision rate constant $\widehat{K}_{0}$, the consolidation rate constant $k_{\text {porred }}$, the breakage rate constant $\widehat{k}_{\text {att }}$, and the reaction rate constant(s) $k_{\text {reac }}$. These parameters have been chosen, as they are expected to have the most significant impact on the predictions of the model. An experimental design is set up for these parameters. Variables in experimental designs

Table 3: Uncoded and coded variables

| uncoded variables |  |  |  | coded variables |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| parameter | unit | "end" | value | $z_{j}$ | value [-] |
| $\widehat{K}_{0}$ | $\mathrm{~m}^{3}$ | lower | $1.0 \cdot 10^{-10}$ | 1 | -1 |
|  |  | upper | $2.0 \cdot 10^{-10}$ |  | 1 |
| $k_{\text {porred }}$ | $\mathrm{s} / \mathrm{m}$ | lower | 0.2 | 2 | -1 |
|  |  | upper | 0.4 |  | 1 |
| $\widehat{k}_{\mathrm{att}}$ | $\mathrm{s} / \mathrm{m}^{5}$ | lower | $4.0 \cdot 10^{7}$ | 3 | -1 |
|  |  | upper | $8.0 \cdot 10^{7}$ |  | 1 |
| $k_{\text {reac }}$ | $\mathrm{m} / \mathrm{s}$ | lower | $2.0 \cdot 10^{-9}$ | 4 | -1 |
|  |  | upper | $4.0 \cdot 10^{-9}$ |  | 1 |

are usually represented by coded variables [20], so that it is easy to compare the sensitivity of the model for different variables. In the simplest case each variable occurs at two levels (values), allowing the construction of a hypercube in the multidimensional space of variables. The number of corner points equals the number of possible combinations of the variables. This means for $k$ variables with two levels each, we have $2^{k}$ combinations. Table 3 shows the set of variables used under analysis in the uncoded and coded version. The values of the variables in table 3 have been chosen after preliminary studies. One observation can be obtained from each point/simulation. In the current study, we chose the mass of agglomerates $m_{\text {agglo }}$ as the observation, which is by definition:

$$
\begin{equation*}
m_{\text {agglo }}=\sum_{\text {all granules }} m_{\text {granule, } n \geq 6} . \tag{16}
\end{equation*}
$$

This means that granules that contain six and more beads are considered as agglomerates. The mass of agglomerates as the process observation can then be used to construct the response surfaces.

### 5.1 Response surfaces

Linear response surfaces are used for the approximation of the model behaviour for each set of observations. Eq. 12 is fitted with a least squares approach to the data resulting in the values for the parameters $\beta_{0} \ldots \beta_{4}$ given in table 4. Although the ratio of upper to lower values for all uncoded variables is $2: 1$, it is apparent from table 4 that the collision rate has the highest sensitivity amongst the considered variables for the examined settings. Further it can be noted, that the sensitivities decrease over time for the majority of the values.
By fixing two out of the four variables it is possible to plot the response surfaces. Figure 2 shows the six different combinations for the case with an impeller speed of 900 rpm and a binder composition with $50 \%$ PEG4000 and $50 \%$ water after 80 s . The unchanged, coded variables were set to zero $\left(z_{j}=0\right)$.


Figure 2: Response surfaces with two fixed variables for 900 rpm and a water/PEG4000 ratio of 50:50 after 80 s (coefficients from table 4)

Table 4: Coefficients of linear response surfaces

| $\eta[\mathrm{Pa} \mathrm{s}]$ | speed $[\mathrm{rpm}]$ | time $[\mathrm{s}]$ | $\beta_{0}[\mathrm{~g}]$ | $\beta_{1}[\mathrm{~g}]$ | $\beta_{2}[\mathrm{~g}]$ | $\beta_{3}[\mathrm{~g}]$ | $\beta_{4}[\mathrm{~g}]$ | residual $[\mathrm{g}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $98 \cdot 10^{-3}$ | 600 | 10 | 8.5640 | 5.6475 | 1.5875 | -0.9812 | -0.0025 | 16.5915 |
|  |  | 20 | 8.8394 | 5.3056 | 1.6906 | -0.5106 | -0.1831 | 13.9816 |
|  |  | 40 | 7.7650 | 4.5813 | 1.5262 | -0.2013 | -0.5875 | 15.1072 |
|  |  | 80 | 6.2706 | 3.4944 | 1.3294 | -0.2094 | -0.8394 | 14.4716 |
|  | 900 | 10 | 5.4931 | 3.2394 | 1.4156 | -0.6606 | -0.0906 | 10.2990 |
|  |  | 20 | 3.8494 | 2.4494 | 0.9819 | 0.4519 | -0.2644 | 10.2223 |
|  |  | 40 | 2.9400 | 1.8888 | 0.7225 | 0.5050 | -0.3163 | 7.7569 |
|  |  | 80 | 1.8850 | 1.2200 | 0.5075 | 0.3813 | -0.4900 | 5.8167 |
|  | 1200 | 10 | 2.3550 | 1.6138 | 0.6700 | -0.0638 | -0.0263 | 3.2363 |
|  |  | 20 | 1.9550 | 1.3738 | 0.5463 | 0.0175 | -0.0600 | 2.3370 |
|  |  | 40 | 1.4613 | 1.0250 | 0.4175 | -0.0538 | -0.1600 | 1.5747 |
|  |  | 80 | 0.7400 | 0.5338 | 0.2588 | -0.1088 | -0.1638 | 0.9051 |
|  |  | 80 | 0.0038 | 0.0038 | -0.0013 | -0.0000 | -0.0000 | 0.0001 |
| $5 \cdot 10^{-3}$ | 600 | 80 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $900^{2}$ | 80 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $1200^{2}$ | 80 | 0 | 0 | 0 | 0 |  |  |
|  | $600^{2}$ | 80 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $900^{2}$ | 80 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $1200^{2}$ | 80 | 0 | 0 | 0 | 0 | 0 | 0 |

### 5.2 Optimisation

With eq. 13 as the objective function the chosen model parameters are subject to optimisation. The target values $\widetilde{y}_{i}$ are the masses of agglomerates obtained in the experiments (cf. table 1). The model responses $y(z)=m_{\text {agglomerates }}(z)$ are not obtained from the actual granulation model, but from the response surfaces (eq. 12 and table 4). As the observations and the effects of the experimental design are actually just valid for the observed range, constraints for the variables and the model response have to be taken into account. Hence, the optimal solution $z_{\text {opt }}$ is subject to following constraints,

$$
\begin{align*}
z_{\text {constraints,low }} & =(-1,-1,-1,-1)  \tag{17}\\
z_{\text {constraints,high }} & =(1,1,1,1)  \tag{18}\\
\zeta\left(z_{\text {opt }}\right) & \geq 0 \tag{19}
\end{align*}
$$

The optimisation with the above mentioned objective function, constraints and inputs was performed with the Matlab routine fmincon. The optimisation consisted of four iterative steps during which the objective function was called 31 times. It took less than a second to run the optimisation on a desktop PC (Intel Pentium 4, 2.4 GHz). The optimal solution is:

$$
\begin{equation*}
z_{\mathrm{opt}}=(0.4847,-1.0000,-1.0000,1.0000) \tag{20}
\end{equation*}
$$

The coded variables can be converted back to the uncoded version (table 5).

[^1]Table 5: Solution from optimisation with response surfaces

| coded variables |  |  | uncoded variables |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $z_{j}$ | value [-] | parameter | unit | value |  |
| 1 | 0.4847 | $\widehat{K}_{0}$ | $\mathrm{~m}^{3}$ | $1.742 \cdot 10^{-10}$ |  |
| 2 | -1 | $k_{\text {comp }}$ | $\mathrm{s} / \mathrm{m}$ | 0.2 |  |
| 3 | -1 | $\widehat{k}_{\text {att }}$ | $\mathrm{s} / \mathrm{m}^{5}$ | $4.0 \cdot 10^{7}$ |  |
| 4 | 1 | $k_{\text {reac }}$ | $\mathrm{m} / \mathrm{s}$ | $4.0 \cdot 10^{-9}$ |  |



Figure 3: Mass of agglomerates for different impeller speeds (water/PEG4000 ratio of 50:50)

### 5.3 Simulation results with optimised set

Under the different process conditions the granulation model predicts different masses of agglomerates. All conditions except the impeller speed and parameters that are related to the binder composition (viscosity, density) are the same for the various cases. The values used for the various parameters are summarised in table 7 in the appendix.

Fig. 3 shows the mass of agglomerates for setups with a binder having a water to PEG4000 ratio of 50:50 and variable impeller speed at the different times. As it has been observed in the experiments, the mass of agglomerates is decreasing over time. The simulation results follow the same trend. Furthermore the same order and distances between the data with respect to the impeller speed as in the experiments are achieved, although the values for the mass of agglomerates from the simulations do not always match perfectly the ones


Figure 4: Mass of agglomerates after 80 s for different combinations of impeller speed and binder composition
from the experiment.
A variation in the composition of the binder, i. e. its viscosity and density, at $t=80 \mathrm{~s}$ leads to fig. 4(a). It turns out that the model does not predict the formation of agglomerates when the fraction of water in the binder is increased from 50 to 70 or even 90 percent. In contrast to this, the experiments lead to the formation of agglomerates, although it has to be noted that the measured masses for the medium and high impeller speed are relatively small (fig. 4(b)).
With respect to product quality it is important to know the composition of the granules. Porosity is a property that is linked to the solubility or the release kinetics of an active substance. The average porosity of the particles depends on the impeller speed and on the binder composition (fig. 5). There is a clear distinction between the setups with a binder composition of $50: 50$ to the ones with the other two binders. For a binder with $50 \mathrm{w} \%$ PEG4000 the system that is produced with the highest impeller speed exhibits the lowest porosity. Apparently it does not stay constant over time but decreases towards the end of the process. A reduction of the impeller speed leads to the formation of a system that has a porosity that is approximately $5 \%$ higher than in the former case. Although the porosity is declining over time as well, a small maximum can be observed at 20 s . Such a maximum can also be spotted for the case with the lowest impeller speed whose porosity is again increased by $5 \%$, although this is not the case for early times. An increase of the fraction of water in the binder results in systems with a much lower porosity. Only the setup with the lowest impeller speed (binder composition of 70:30) promotes the formation of porous particles, whereas the systems evolving from different conditions do not possess porosity.
Only particles that contain at least two beads ( $n \geq 2$ ) can be porous. As fig. 5 shows just the porosity for the entire system, i. e. all particles, it is worthwhile to have a look at the porosity of the particles that can actually be porous. Therefore fig. 6 shows the evolution of the average porosity of particles with at least two beads for different process conditions.


Figure 5: Average porosity of all particles for different cases (simulation)

Once again we can observe the clear dependency of the porosity on impeller speed, although the spread is not as big as for the overall porosity. However, for a binder composition of $50: 50$ the porosity is decreasing for all impeller speeds over time, in absolute terms more for the case with the lowest impeller speed, not so much for the other two cases. It is interesting to note that the particle porosity for the lowest impeller speed and a binder composition of 70:30 is at all times higher than for the $50: 50$ composition and the highest impeller speed. This trend is actually completely different from the overall porosity (fig. 5). Although the last case does not lead to the formation of agglomerates ( $n \geq 6$ ), fig. 6 reveals that granules ( $n \geq 2$ ) are formed. However, they are just not big enough to be classified as agglomerates.

As the porosity in the previous figures is just an average measure, the case with the lowest impeller speed and the 50:50 binder composition has been chosen to show the evolution of the porosity across the different particle sizes over time (fig. 7). At the beginning ( $t=10 \mathrm{~s}$ ) the vast majority of porous particles contains two beads and has a porosity of nearly $30 \%$. As the time goes by we see a broadening of the distribution. This means particles with two beads "develop" a lower porosity over time. Although this porosity is below the minimum porosity when compaction/pore volume reduction would occur, the porosity is decreasing over time due to chemical reaction. In fact, the binder inside the

[^2]

Figure 6: Average porosity of particles with at least 2 beads for different cases (simulation)
pores (internal liquid $l_{\mathrm{i}}$ ) is solidifying and therefore reduces the pore volume. However, the rise of porous particles with three and more beads can also be noticed, whose porosity can be as high as $50 \%$.

An important feature of the model is the incorporation of reaction in the granule. In the present case this is the solidification of the (reactive) binder. A new component $s_{\mathrm{r}}$ is formed from external and internal liquid, $l_{\mathrm{e}}$ and $l_{\mathrm{i}}$. In order to monitor the progress of such conversion we define a conversion ratio $y_{s_{\mathrm{r}}}$ as follows,

$$
\begin{equation*}
y_{s_{\mathrm{r}}}=\frac{\sum_{\text {all particles }} s_{\mathrm{r}}}{\sum_{\text {all particles }} s_{\mathrm{r}}+l_{\mathrm{e}}+l_{\mathrm{i}}} . \tag{21}
\end{equation*}
$$

Figure 8 shows the average conversion ratio of the binder over time for different conditions. The increase in the amount of reacted binder roughly follows a linear trend. The data can be divided into two groups. The first group includes the setup with binder having a PEG4000/water ratio of 50:50. Within this group there is no obvious dependency of the conversion ratio on the impeller speed. It can only be noted that the setup with the medium impeller speed yields the highest conversion ratio at all times. However, for the low and high rotational speed, the trends are changing over time. The second group of conversion ratios is made of the other two binder composition setups. In contrast to the first group, a clear dependency on the impeller speed can be observed. A higher impeller speed leads to higher conversion ratios, though lower than for the first group. Except for the lowest impeller speed of 600 rpm the trends for the setups with both binder compositions are identical.


Figure 7: Porosity of particles with at least 2 beads for an impeller speed of 600 rpm and 50:50 binder composition


Figure 8: Average conversion ratio of binder into reacted solid over time for all combinations of binder composition and impeller speed

Event statistics Coalescence events take place according to the Stokes criterion. This means that a certain number of particle-particle collisions will lead to coalescence. The dependency of this ratio on the process setup and the time is plotted in figure 9 . After 30 s the ratios reach steady state at the latest. The influence of the impeller speed on the ratio between coalescence events to collision events is shown in fig. 9(a). It is apparent that steady state is reached faster as the impeller speed increases. For the same impeller speed but different binder compositions the trends look slightly different (fig. 9(b)). Whereas the setup with a binder composition of 50:50 results in a monotonic increase of the coalescence to collisions ratio until it reaches steady state, a significant increase and decrease of this ratio over time can be observed for a binder composition of 70:30. Although there are not any coalescence events of two solid particles for the case with a binder composition of $90: 10$, i. e. with at least one bead each, the ratio of coalescence to collision events is still bigger than zero. This behaviour can be explained with the break off and coalescence of liquid droplets.

The granulation process exhibits two competing processes: coalescence and breakage. The ratios of coalescence to breakage events for different setups are plotted in fig. 10. Steady-state is once again reached after 30 seconds at the latest, earlier for the high impeller speed, later for the lowest impeller speed (fig. 10(a)). This behaviour results from the interaction of the different subprocesses of granulation as depicted in fig. 1. At the beginning the granulation is dominated by coalescence events that are being matched by the number of breakage events when steady-state is reached. Furthermore it is noticeable that the maxima in the coalescence to breakage ratio depends on the impeller speed at the


Figure 9: Ratio of coalescence to collision events for $t=0 \ldots 30 \mathrm{~s}$


Figure 10: Ratio of coalescence to breakage events for $t=0 \ldots 30 \mathrm{~s}$
same binder composition. Similar behaviour can be observed, when the impeller speed is fixed but the binder composition varied (fig. 10(b)).

## 6 Conclusions

A multidimensional model for granulation has been presented in this paper. It is based on the model outlined in [2]. The particle description has been extended, allowing the number of equal sized entities in a particle to be tracked. Hence a particle is described by six dimensions. The collision rate of the particles, being part of the coalescence kernel, is now dependent on the impeller speed. The breakage frequency of the particles is proportional to the introduced kinetic energy, which is represented by the square of the impeller speed. Furthermore we allow particles to gain strength due to the formation of reacted solid, so that their breakage becomes less likely. The dependence of the binder penetration on the dynamic viscosity as an important binder property is now reflected in the rate law. The granulation model contains quite a few parameters. Some of them can be measured, whereas others have to be estimated. However, through the use of experimental data it is possible to obtain some of the model parameters from an optimisation. A response surface approach was employed in order to allow for an easier evaluation of the model response. Four important model parameters of the subprocesses were optimised, namely the collision rate constant, the compaction rate constant, breakage rate constant, and the reaction rate constant. Simulations with the complete set of parameters for varying process conditions in the impeller speed and binder composition reveal that the simulation results follow the same trends as the experiments. This means, the mass of agglomerates is decreasing as the granulation process progresses. A reduction in the mass of agglomerates can also be observed when the impeller speed, and hence the introduced kinetic energy, is increased. As the fraction of water in the binder is increased, less granules are formed. Apparently no particles with a certain size (agglomerates) are present in any system with binder compositions of 70:30 and 90:10 at the end of the process. Although this trend matches qualitatively with the experiments in which the mass of agglomerates decreases with a higher water amount in the binder (= lower viscosity), it shows that there are still a few limitations in the model. It can be concluded that the combined use of the multidimensional granulation model, the response surface methodology and a suitable set of experimental data is a valid approach to gain more insight into granulation processes. In order to broaden the base for the comparison between model and experiments, it is conceivable in the future to incorporate additional measures so that the multidimensional model can eventually be compared with multidimensional experimental data.

## Notation

$a \quad$ surface area, $\mathrm{m}^{2}$
C constant for calculation of internal surface area from pore volume, -
$d$ diameter, $m$
$e \quad$ coefficient of restitution, -
$f_{\text {att }} \quad$ probability density of daughter particles,
$g \quad$ breakage frequency, $\mathrm{s}^{-1}$
$h \quad$ external liquid layer thickness, m
$h_{\mathrm{a}} \quad$ characteristic length scale of surface asperities, $m$
$K \quad$ coalescence kernel, $\mathrm{m}^{3} \mathrm{~s}^{-1}$
$K_{0} \quad$ collision rate, $\mathrm{m}^{3} \mathrm{~s}^{-1}$
$\widehat{K}_{0} \quad$ size-independent part of coalescence kernel, $\mathrm{m}^{3}$
$\widetilde{K} \quad$ size-dependent part of coalescence kernel (coalescence efficiency), -
$\widehat{k}_{\text {att }} \quad$ rate constant for breakage, $\mathrm{s} \mathrm{m}^{-5}$
$\widehat{k}_{\text {pen }} \quad$ rate constant for penetration, $\mathrm{kg}^{1 / 2} \mathrm{~s}^{-3 / 2} \mathrm{~m}^{-7 / 2}$
$k_{\text {porred }} \quad$ rate constant for consolidation, $\mathrm{sm}^{-1}$
$k_{\text {reac }} \quad$ rate constant for chemical reaction, $\mathrm{m} \mathrm{s}^{-1}$
$l \quad$ liquid volume, $\mathrm{m}^{3}$
$m \quad$ mass, kg
$\widetilde{m} \quad$ harmonic mean granule mass, kg
$n \quad$ number of beads (in a particle), -
$n_{\text {impeller }}$ impeller speed, $\mathrm{s}^{-1}$
$p \quad$ pore volume, $\mathrm{m}^{3}$
$\widetilde{R} \quad$ harmonic mean particle radius, m
$r \quad$ reaction rate, $\mathrm{m}^{3} \mathrm{~s}^{-1}$
$r_{\text {impeller }} \quad$ impeller radius, $m$
$\mathrm{St}_{\mathrm{v}} \quad$ Stokes number, -
$\mathrm{St}_{\mathrm{v}}^{*} \quad$ critical Stokes number, -
$s \quad$ solid volume, $\mathrm{m}^{3}$
$s_{\mathrm{r}}^{*} \quad$ dimensionless critical amount of reacted solid, -
$t$ time, s
$U_{\text {col }} \quad$ collision velocity, $\mathrm{m} \mathrm{s}^{-1}$
$U_{\text {imp }} \quad$ impact velocity, $\mathrm{m} \mathrm{s}^{-1}$
$\widetilde{u}_{\text {col }} \quad$ ratio of collision velocity to impeller tipspeed, -
$\widetilde{u}_{\mathrm{imp}} \quad$ ratio of impact velocity to impeller tipspeed, -
$v$
particle volume, $\mathrm{m}^{3}$
$y \quad$ model response, $[y]$
$\widetilde{y} \quad$ target value (in optimisation), $[\widetilde{y}]$
$y_{s_{\mathrm{r}}} \quad$ conversion ratio reacted solid, -
$z \quad$ set of variables in response surfaces and optimisation, $[z]$

## Greek letters

$\alpha \quad$ distribution parameter for discrete breakage, -
$\beta$ distribution parameter for discrete breakage, -
$\beta \quad$ parameter of response surface, $[\beta]$
$\Gamma \quad$ shear rate, $\mathrm{s}^{-1}$
$\gamma \quad$ surface tension, $\mathrm{Nm}^{-1}$
$\varepsilon \quad$ porosity,
$\zeta \quad$ response surface, $[\zeta]$
$\eta \quad$ dynamic (binder) viscosity, Pas
$\Theta \quad$ dimensionless particle volume, -
$\lambda$ surface ratio, -
$\nu_{\max } \quad$ constant for determination of maximum fragment size, -
$\nu_{\text {min, } \max }$ constant for determination of minimal maximum fragment size, -
$\rho \quad$ density, $\mathrm{kg} \mathrm{m}^{-3}$
$\Phi \quad$ objective function, $[\Phi]$
$\chi \quad$ ratio of external liquid volume to total volume, -
$\Psi \quad$ weight function of reacted solid,

## Subscripts

| agglo | agglomerates |
| :--- | :--- |
| att | attrition/breakage |
| e | external |
| frag | fragment |
| i | internal |
| j | particle index |
| k | particle index |
| max | maximum |
| min | minimum |
| o | original |
| parent | parent particle |
| pen | penetration |
| r | reacted |
| reac | reaction |
| I | breakage case I |
| II | breakage case II |
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## A Further details of transformations

## A. 1 Coalescence

The coalescence efficiency $\widetilde{K}$ is calculated based on the Stokes criterion, which is a function of the viscous Stokes number and the critical Stokes number (eq. 2). The viscous Stokes number $\mathrm{St}_{\mathrm{v}}$ is computed as

$$
\begin{equation*}
\mathrm{St}_{\mathrm{v}}=\frac{\widetilde{m} U_{\mathrm{col}}}{3 \pi \eta \widetilde{R}^{2}} \tag{22}
\end{equation*}
$$

where $\widetilde{m}$ is the harmonic mean granule mass, $U_{\text {col }}$ is the collision velocity, $\eta$ is the binder viscosity, and $\widetilde{R}$ is the harmonic mean particle radius. The critical Stokes number $\mathrm{St}_{\mathrm{v}}^{*}$ is defined by:

$$
\begin{equation*}
\mathrm{St}_{\mathrm{v}}^{*}=\left(1+\frac{1}{e_{\mathrm{coag}}}\right) \ln \left(\frac{h}{h_{\mathrm{a}}}\right) \tag{23}
\end{equation*}
$$

where $e_{\text {coag }}$ is the coefficient of restitution, $h$ is the thickness of the binder layer, and $h_{\mathrm{a}}$ is the characteristic length scale of surface asperities.
The coalescence kernel $K\left(x, x^{\prime}\right)$ in eq. 1 contains a dependency on the impeller speed $n_{\text {impeller }}$. This relationship uses the findings of [5]. The authors studied different coalescence kernels and concluded that the 'induced shear kernel (ISK)' seems to be best suited for granulation processes. According to [5] the collision rate $K_{0}$ takes the form,

$$
\begin{align*}
K_{0}=\frac{4}{3} & \Gamma\left(d_{j}+d_{k}\right)^{3}  \tag{24}\\
\text { with } & \Gamma=\text { shear rate } \\
& d_{j}, d_{k}=\text { diameters of particle } \mathrm{j} \text { and } \mathrm{k}
\end{align*}
$$

Assuming that the shear rate $\Gamma$ is proportional to the impeller speed, we have that the collision rate $K_{0}$ is proportional to the impeller speed,

$$
\begin{equation*}
K_{0} \sim n_{\text {impeller }} \tag{25}
\end{equation*}
$$

Although eq. 24 states a dependency of the collision rate on the size of the particles, it is neglected in the current model framework as we expect particles of similar size.
Several studies report on the measurement of velocity fields in granulators. Two techniques have been used in these studies-positron emission particle tracking (PEPT) and particle image velocimetry (PIV).
The PEPT technique uses radioactive tracer particles and is hence capable of tracking the particle flow within a powder. It has been shown that for the mixing of wet particles in a
granulator with a vertical impeller axis, the angular speed of the particles is approximately a tenth of the impeller speed [18].

In contrast to PEPT, the PIV technique can only provide the particle velocities on the surface of a powder bed. For instance, a glass bead-water system was studied [21]. They found that the circumferential particle velocity takes values between $1.3 \mathrm{~m} / \mathrm{s}$ (dimensionless radius $=0.7$ ) and $0.5 \mathrm{~m} / \mathrm{s}$ (dimensionless radius $=1.0$ ) with the impeller tip speed being $5.65 \mathrm{~m} / \mathrm{s}$. The behaviour is similar for different fractions of water, although the actual velocity values differ slightly depending on the water fraction.
In a different study experiments with calcium carbonate and two different binders (PEG$400(\eta=93 \mathrm{mPas})$ and glycerol ( $\eta=890 \mathrm{mPas})$ ) were performed [22]. A dependency of the average bed velocity on the binder viscosity was found. The bed velocity was $1.21 \mathrm{~m} / \mathrm{s}$ for PEG-400, whereas particles moved with $0.75 \mathrm{~m} / \mathrm{s}$ when glycerol was used. The impeller tip speed was with $4.66 \mathrm{~m} / \mathrm{s}$ the same one for both setups.
Recent findings [3] suggest that the tangential particle velocity in a high shear mixer "is one order of magnitude less than the impeller tip speed".

## A. 2 Compaction

Each particle collision leads to compaction. The porosity change $\Delta \varepsilon$ due to collision is described by:

$$
\Delta \varepsilon= \begin{cases}k_{\text {porred }} U_{\text {col }}\left(\varepsilon-\varepsilon_{\min }\right) & , \text { if } \varepsilon-\Delta \varepsilon \geq \varepsilon_{\min }  \tag{26}\\ 0 & , \text { otherwise }\end{cases}
$$

where $k_{\text {porred }}$ is the rate constant of porosity reduction, $U_{\text {col }}$ is the collision velocity, and $\varepsilon_{\text {min }}$ is the minimum porosity.

## A. 3 Chemical reaction

The rates $r_{\text {reac }}$ for the chemical reaction take the following forms:

Reaction on the external surface:

$$
r_{\text {reac }, \mathrm{e}}= \begin{cases}k_{\text {reac, }, \mathrm{e}} a_{\mathrm{e}} \frac{l_{\mathrm{e}}}{l_{\mathrm{e}}+s_{\mathrm{r}}} & , \text { if } \quad s_{o}>0 \text { and } l_{\mathrm{e}}>0  \tag{27}\\ 0 & , \text { otherwise }\end{cases}
$$

Reaction on the internal surface:

$$
r_{\text {reac }, \mathrm{i}}= \begin{cases}k_{\text {reac }, \mathrm{i}} a_{\mathrm{i}} \frac{l_{\mathrm{i}}}{l_{\mathrm{i}}+s_{\mathrm{r}}} & , \text { if } \quad s_{o}>0 \text { and } l_{\mathrm{i}}>0  \tag{28}\\ 0 & , \text { otherwise }\end{cases}
$$

With the assumption that all liquids and the solidified binder have the same density ( $\rho_{\mathrm{l}}=$ $\rho_{\mathrm{l}_{\mathrm{i}}}=\rho_{\mathrm{s}_{\mathrm{r}}}$ ), the changes of the granule components are given by:

$$
\begin{align*}
& \frac{\mathrm{d} s_{\mathrm{o}}}{\mathrm{~d} t}=0, \quad \frac{\mathrm{~d} s_{\mathrm{r}}}{\mathrm{~d} t}=r_{\text {reac,e }}+r_{\text {reac }, \mathrm{i}},  \tag{29}\\
& \frac{\mathrm{~d} l_{\mathrm{e}}}{\mathrm{~d} t}=-r_{\text {reac }, \mathrm{e}}, \quad \frac{\mathrm{~d} p}{\mathrm{~d} t}=\frac{\mathrm{d} l_{\mathrm{i}}}{\mathrm{~d} t}=-r_{\text {reac }, \mathrm{i}} \tag{30}
\end{align*}
$$

## A. 4 Penetration

Consider a droplet sitting on the surface of a powder bed [10]. The volume change of the droplet $\mathrm{d} l / \mathrm{d} t$ due to penetration into $N_{\mathrm{c}}$ pores with radius $R_{\text {pore }}$ is given by

$$
\begin{equation*}
\frac{\mathrm{d} l}{\mathrm{~d} t}=N_{\mathrm{c}} R_{\text {pore }}^{2}\left(\frac{R_{\text {pore }} \gamma_{\mathrm{LV}} \cos \Theta_{\mathrm{d}}}{8 \eta t}\right)^{1 / 2} \tag{31}
\end{equation*}
$$

The volume change of the droplet $\mathrm{d} l / \mathrm{d} t$ is nothing more than the penetration rate $r_{\text {pen }}$. The comparison of eq. 31 and the expression for $r_{\text {pen }}$ stated in [2] reveals their connection.

$$
\begin{equation*}
\underbrace{\frac{\mathrm{d} l}{\mathrm{~d} t}}_{r_{\text {pen }}}=\underbrace{\frac{\pi}{2 \sqrt{2}} \eta^{-1 / 2}\left(\frac{\gamma_{\mathrm{LV}} \cos \Theta_{\mathrm{d}}}{t}\right)^{1 / 2}}_{k_{\text {pen }}} \underbrace{N_{\mathrm{c}} R_{\text {pore }}^{5 / 2}}_{\left(p-l_{\mathrm{i}}\right)} \tag{32}
\end{equation*}
$$

Hence, in the current study, the penetration rate $r_{\text {pen }}$ will be equated as follows:

$$
\begin{equation*}
r_{\mathrm{pen}}=\widehat{k}_{\mathrm{pen}} \eta^{-1 / 2} l_{\mathrm{e}}\left(p-l_{\mathrm{i}}\right) \tag{4}
\end{equation*}
$$

This means the penetration rate is dependent upon the binder viscosity. However, the dependency on the surface tension $\gamma_{\mathrm{LV}}$ and the contact angle $\Theta_{\mathrm{d}}$ as it is suggested in eq. 32 will be neglected. As a polyethyleneglycol based binder is used in the experiments that are used for the comparison with the current model, it is worthwhile looking at the dependency of the surface tension and viscosity on the PEG concentration. A recent study [4] investigated the influence of the PEG concentration in an aqueous PEG400 solution on the surface tension. Together with the viscosity data for PEG1000 solutions [8] ( $T=$ 298 K ) the ratio between the surface tension and the viscosity can be calculated for varying compositions of the solutions assuming that the trend for the viscosity of PEG400 and PEG1000 solutions is quite similar. The results are presented in table 6. The data in table 6 show a clear trend. With an increasing mass fraction of PEG in the solution, the term $(\gamma / \eta)^{1 / 2}$, i. e. the penetration rate, decreases. The trend is mainly dominated by the varying viscosity. The changes of the components of a granule due to the penetration of binder equate to

$$
\begin{align*}
& \frac{\mathrm{d} s_{\mathrm{o}}}{\mathrm{~d} t}=0, \quad \frac{\mathrm{~d} s_{\mathrm{r}}}{\mathrm{~d} t}=0  \tag{33}\\
& \frac{\mathrm{~d} l_{\mathrm{e}}}{\mathrm{~d} t}=-r_{\mathrm{pen}}, \quad \frac{\mathrm{~d} l_{\mathrm{i}}}{\mathrm{~d} t}=r_{\mathrm{pen}}, \quad \frac{\mathrm{~d} p}{\mathrm{~d} t}=0 \tag{34}
\end{align*}
$$

Table 6: Ratio of surface tension to viscosity for aqueous PEG solutions

| $w_{\text {PEG }}[\mathrm{wt} \%]$ | $\gamma_{\text {PEG400 }}\left[\mathrm{mN} \mathrm{m}^{-1}\right]$ | $\eta_{\text {PEG1000 }}[\mathrm{mPas}]$ | $(\gamma / \eta)^{1 / 2}\left[(\mathrm{~m} / \mathrm{s})^{1 / 2}\right]$ |
| :---: | :---: | :---: | :---: |
| 0.50 | 35 | 24.3 | 1.2 |
| 0.30 | 45 | 9.2 | 2.2 |
| 0.10 | 50 | 5.2 | 3.1 |

## A. 5 Breakage

## Breakage frequency

Amongst other variables the breakage frequency $g(x)$ (eq. 8) is dependent on the particle porosity $\varepsilon$. The effect that the porosity $\varepsilon$ has on the strength of the particles is still under debate. According to [16] granules are weaker if they have a higher porosity. In addition to this, [19] found that particles with higher saturated pores are more difficult to break (porosity was constant for different saturation levels). This suggests that the breakage frequency is more likely to be proportional to the empty pore volume ( $p-l_{\mathrm{i}}$ ). However, other sources claim that an increasing pore saturation can also lead to a reduced particle strength. As there is still disagreement about the influence, we keep our model simple, using the outlined dependency of the breakage frequency on the porosity.
Although we do not make use of it, it is worthwhile mentioning that the granule strength decreases with decreasing surface tension of the binder [16].
The breakage frequency $g(x)$ depends also on the binder viscosity according to [19, 29], i. e. the breakage frequency decreases with increasing viscosity. Given the fact that the binder viscosity in the current case is lower than in most cases in [19, 29] and that the primary particle size is much bigger, we can assume that all particles will break independently of the binder viscosity.

Although we are not using it in our model framework, we want to mention that other concepts exist in order to decide whether particles will break. For instance one can define the Stokes number due to deformation. This characteristic relates the kinetic energy the particle is exposed to to the granule strength [27]. When the Stokes number is bigger than a critical Stokes number, the particles will break. However, the strength of the particles is related to their composition. Hence, this approach takes just another view on the breakage likelihood of the particles, so that the approach using the breakage frequency is absolutely valid.

## Daughter distributions and particle composition

Droplets and particles with non-breakable solid core (case I) These particles are characterised by the condition

$$
\begin{equation*}
\varepsilon \Psi\left(s_{\mathrm{r}}\right)=0 . \tag{9}
\end{equation*}
$$

The size distribution of the daughter particles is modelled by a beta distribution whose probability density is given by

$$
\begin{equation*}
f_{\mathrm{att}}(\Theta)=\frac{1}{B(a, b)} \Theta^{a-1}(1-\Theta)^{b-1} \quad \text { with } \quad B(a, b)=\int_{0}^{1} \Theta^{a-1}(1-\Theta)^{b-1} \mathrm{~d} \Theta \tag{35}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta=\frac{v_{\text {frag }}-v_{\text {frag }, \min }}{v_{\text {frag }, \max }-v_{\text {frag }, \min }} \tag{36}
\end{equation*}
$$

where $v_{\text {frag }}$ denotes the total volume of the new fragment (daughter particle). This new particle will have a minimum size $v_{\text {frag,min }}$ which is assumed to be a constant value for all parent particles. In contrast to this, the maximum fragment size $v_{\text {frag,max }}$ will depend on the parent particle size/amount of external liquid in the parent particle according to

$$
\begin{equation*}
v_{\text {frag, }, \max }=\nu_{\max } l_{\mathrm{e}, \text { parent }} \quad\left(\nu_{\max } \leq 0.5\right) \tag{37}
\end{equation*}
$$

The composition of a daughter particle will be

$$
\begin{equation*}
s_{\mathrm{o}, \mathrm{frag}}=0, \quad s_{\mathrm{r}, \mathrm{frag}}=0, \quad l_{\mathrm{e}, \text { frag }}=v_{\text {frag }}, \quad l_{\mathrm{i}, \mathrm{frag}}=0, \quad p_{\text {frag }}=0 . \tag{38}
\end{equation*}
$$

Hence, the abraded parent particle will consist of

$$
\begin{gather*}
s_{\mathrm{o}, \text { parent }, \text { new }}=s_{\mathrm{o}, \text { parent }, \text { old }}, \quad s_{\mathrm{r}, \text { parent }, \text { new }}=s_{\mathrm{r}, \text { parent,old }}, \quad l_{\mathrm{i}, \text { parent }, \text { new }}=l_{\mathrm{i}, \text { parent,old }}, \\
l_{\mathrm{e}, \text { parent, }, \text { new }}=l_{\mathrm{e}, \text { parent, old }}-v_{\text {frag }}, \quad p_{\text {parent,new }}=p_{\text {parent }, \text { old }} . \tag{39}
\end{gather*}
$$

The minimum amount of external liquid in a breakable parent particle is given by

$$
\begin{equation*}
l_{\mathrm{e}, \mathrm{parent}, \min }=\frac{\nu_{\text {min }, \text { max }}}{\nu_{\text {max }, \mathrm{I}}} v_{\mathrm{frag}, \min } . \tag{40}
\end{equation*}
$$

"Real" agglomerates (case II) The breakage for this kind of particles $(\varepsilon \Psi>0)$ has discrete character. This means a particle with $n_{\text {parent }}$ beads will break beadwise with the maximum of beads in the daughter particle $n_{\text {frag, max }}$ given by

$$
\begin{equation*}
n_{\text {frag }, \max }=\left\lfloor\nu_{\text {max }, \text { II }} n_{\text {parent }}\right\rfloor \quad 4 \quad\left(\nu_{\text {max }, \text { II }} \leq 0.5\right) \tag{41}
\end{equation*}
$$

Due to the discrete character of the breakage, a minimum parent particle size, i.e. with a minimum number of beads, will exist in this case as well as assuming that the smallest daughter particle contains one bead,

$$
\begin{equation*}
n_{\text {parent }, \min }=\left\lceil\frac{1}{\nu_{\max , \mathrm{II}}}\right\rceil \quad 5 \tag{42}
\end{equation*}
$$

[^3]As there is not much knowledge about the probability density function of the daughter particles sizes, we apply a simple model for the probability density function $f_{\text {att,II }}\left(n_{\text {frag }}\right)$ which gives the likelihood of daughter particles with $n_{\text {frag }}$ beads to occur,

$$
\begin{equation*}
f_{\text {att }, \text { II }}\left(n_{\text {frag }}\right)=\frac{\alpha n_{\text {frag }}+\beta}{n_{\text {frag }, \max }\left(\frac{n_{\text {frag,max }}+1}{2} \alpha+\beta\right)} \quad\left(n_{\text {frag }} \in\left[1, n_{\text {frag }, \text { max }}\right]\right) \tag{43}
\end{equation*}
$$

The parameters $\alpha$ and $\beta$ define the "shape" of the density function. For $\alpha=0$ we get a uniform distribution. Furthermore the values for the parameters must satisfy the following condition:

$$
\begin{array}{ll}
\alpha<0: & \alpha>-\frac{\beta}{n_{\text {frag, max }}} \quad(\beta>0) \\
\alpha=0: & \beta \in \mathbb{R} \backslash\{0\} \\
\alpha>0: & \alpha>-\beta \text { if } \beta \leq 0 \tag{46}
\end{array}
$$

As the particles break beadwise, attention has to be paid to the composition of the daughter particle and the remaining parent particle. Due to the breakage event parts of the internal liquid in the pores (between the beads) will be at the external surface of the particles after the breakage event. This means, the pore volume and the amount of internal liquid will be reduced, whereas the amount of external liquid will be increased. The amount of removed pore volume and "converted" liquid is assumed to depend on the surface area of the daughter particle/fragment and the surface area of its contained beads. Hence the ratio $\lambda$ will be computed by

$$
\begin{align*}
\lambda & =\frac{\text { surface area of daughter particle without } l_{\mathrm{e}}}{\left(\sum \text { surface area beads }+ \text { pores }\right)_{\text {frag }}}  \tag{47}\\
& =\frac{\pi^{1 / 3}\left[6 \frac{n_{\text {frag }}}{n_{\text {parent }}}\left(s_{\mathrm{o}}+s_{\mathrm{r}}+p\right)_{\text {parent }}\right]^{2 / 3}}{n_{\text {frag }} \pi^{1 / 3}\left[\frac{6}{n_{\text {parent }}}\left(s_{\mathrm{o}}+s_{\mathrm{r}}+p\right)_{\text {parent }}\right]^{2 / 3}}  \tag{48}\\
& =n_{\text {frag }}^{-1 / 3}, \tag{49}
\end{align*}
$$

where $\lambda$ denotes the proportion of pore volume and internal liquid to be removed or converted respectively. We assign $1 / n_{\text {parent }}$ of each component to every bead, so that the fragment will have following composition:

$$
\begin{equation*}
s_{\mathrm{o}, \text { frag }}=\frac{n_{\mathrm{frag}}}{n_{\text {parent }}} s_{\mathrm{o}, \text { parent }}, \quad s_{\mathrm{r}, \text { frag }}=\frac{n_{\mathrm{frag}}}{n_{\text {parent }}} s_{\mathrm{r}, \text { parent }} \tag{50}
\end{equation*}
$$

Although proportional to the number of beads, the pore volume will be reduced.

$$
\begin{equation*}
p_{\text {frag }}=\left(\frac{n_{\text {frag }}}{n_{\text {parent }}} p_{\text {parent }}-\lambda \frac{n_{\text {frag }}}{n_{\text {parent }}} p_{\text {parent }}\right)=\frac{n_{\text {frag }}}{n_{\text {parent }}} p_{\text {parent }}\left(1-n_{\text {frag }}^{-1 / 3}\right) \tag{51}
\end{equation*}
$$



Figure 11: Relative amount of pore volume remaining in a fragment after breakage

By analogy the amount of internal liquid is obtained,

$$
\begin{align*}
l_{\mathrm{i}, \mathrm{frag}} & =\frac{n_{\text {frag }}}{n_{\text {parent }}} l_{\mathrm{i}, \mathrm{parent}}\left(1-n_{\text {frag }}^{-1 / 3}\right)  \tag{52}\\
l_{\mathrm{e}, \text { frag }} & =\frac{n_{\text {frag }}}{n_{\text {parent }}}\left(l_{\mathrm{e}, \text { parent }}+n_{\text {frag }}^{-1 / 3} l_{\mathrm{i}, \text { parent }}\right) \tag{53}
\end{align*} .
$$

In order to illustrate the proportion of pore volume that remains within a fragment the functional $\left(1-n_{\text {frag }}^{-1 / 3}\right)$ is plotted in figure 11. The plot shows that a fragment containing just one bead will not have any pores. For fragments with two beads the pore volume will be reduced by $80 \%$, and for a fragment with 8 beads the pore volume is still reduced down to $50 \%$.
As the remaining parent particle has a breakage interface with the daughter particle, it is reasonable to assume pore volume reduction and liquid transformation for this particle as well. The composition of the abraded parent particle is computed by the following rules:

$$
\begin{align*}
s_{\mathrm{o}, \text { parent,new }} & =\frac{n_{\text {parent }}-n_{\text {frag }}}{n_{\text {parent }}} s_{\mathrm{o}, \text { parent,old }}  \tag{54}\\
s_{\mathrm{r}, \text { parent,new }} & =\frac{n_{\text {parent }}-n_{\text {frag }}}{n_{\text {parent }}} s_{\mathrm{r}, \text { parent,old }}  \tag{55}\\
p_{\text {parent,new }} & =\left(\frac{n_{\text {parent }}-n_{\text {frag }}}{n_{\text {parent }}}-\frac{n_{\text {frag }}}{n_{\text {parent }}} \lambda\right) p_{\text {parent,old }}  \tag{56}\\
& =\frac{n_{\text {parent }}-n_{\text {frag }}\left(1+n_{\text {frag }}^{-1 / 3}\right)}{n_{\text {parent }}} p_{\text {parent,old }}  \tag{57}\\
l_{\mathrm{i}, \text { parent,new }} & =\frac{n_{\text {parent }}-n_{\text {frag }}\left(1+n_{\text {frag }}^{-1 / 3}\right)}{n_{\text {parent }}} l_{\mathrm{i}, \text { parent,old }}  \tag{58}\\
l_{\mathrm{e}, \text { parent,new }} & =\frac{n_{\text {parent }}-n_{\text {frag }}}{n_{\text {parent }}} l_{\mathrm{e}, \text { parent,old }}+\frac{n_{\text {frag }}^{2 / 3}}{n_{\text {parent }}} l_{\mathrm{i}, \text { parent,old }} . \tag{59}
\end{align*}
$$

## B List of used model parameters

The following table summarises the values of the model parameters used for the simulation.

Table 7: Values of model parameters by materials and transformations
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[^0]:    ${ }^{1} \mathbb{1}_{\left\{\mathrm{St}_{\mathrm{v}}^{*} \geq \mathrm{St}_{\mathrm{v}}\right\}}= \begin{cases}1 & , \text { if } \quad \mathrm{St}_{\mathrm{v}}^{*} \geq \mathrm{St}_{\mathrm{v}} \\ 0 & , \text { otherwise }\end{cases}$

[^1]:    ${ }^{2}$ The calculated masses for these cases were zero. Hence, it is only possible to construct trivial response surfaces.

[^2]:    ${ }^{3}$ For a binder composition of $90: 10$ no porous particles are present in the system, so that these cases are not displayed in the figure in order to keep it tidy.

[^3]:    ${ }^{4}\lfloor x\rfloor=\max \{n \in \mathbb{N}: n \leq x\}$
    ${ }^{5}\lceil x\rceil=\min \{n \in \mathbb{N}: n \geq x\}$

