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Highlights

- Problems concerning multi-compartment population balance equations are studied
- A class of fragmentation weight transfer functions is presented
- Three stochastic weighted algorithms are compared against the direct simulation algorithm
- The numerical errors of the stochastic solutions are assessed as a function of fragmentation rate
- The algorithms are applied to a multi-dimensional granulation model

Abstract

This paper introduces stochastic weighted particle algorithms for the solution of multi-compartment population balance equations. In particular, it presents a class of fragmentation weight transfer functions which are constructed such that the number of computational particles stays constant during fragmentation events. The weight transfer functions are constructed based on systems of weighted computational particles and each of it leads to a stochastic particle algorithm for the numerical treatment of population balance equations. Besides fragmentation, the algorithms also consider physical processes such as coagulation and the exchange of mass with the surroundings. The numerical properties of the algorithms are compared to the direct simulation algorithm and an existing method for the fragmentation of weighted particles. It is found that the new algorithms show better numerical performance over the two existing methods especially for systems with significant amount of large particles and high fragmentation rates.
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1 Introduction

Population balance equations track the change in the particle population with time through different particle mechanisms like coagulation, nucleation, and fragmentation. Traditionally, population balance models are one-dimensional with particle size as the focus. However, when much more detail is required, sectional methods [14] which usually formulate a population balance equation for each size class are not computationally feasible.

Stochastic particle methods have received increasing interest because they can easily incorporate multiple internal coordinates and avoid the ‘curse of dimensionality’ which affects other numerical methods [17]. Stochastic simulation of high-dimensional particle models has been applied successfully in a wide range of areas including soot [28], granulation [2], snowflake structure [20], and formation of precipitation particles in clouds [30].

Stochastic particle methods can be loosely separated into two categories: direct simulation algorithm (DSA) and stochastic weighted algorithms (SWAs). In the DSA, the physical processes are directly simulated, e.g. a coagulation event deletes the two original particles to form a new larger particle, and every computational particle represents the same number of physical particles. Although it is easy to implement, this method may allocate large amounts of computational resources to simulate the unimportant smaller particles and this leads to noisy estimates in the larger particle regions that dominate mass concentration [8, 27, 29].

To solve this issue, weighted particle methods, or SWAs may be used to utilise computational resources more efficiently. In SWAs, each particle is given a statistical weight which is proportional to the number of physical particles represented by the computational particle. Another key difference between the DSA and SWAs is that the coagulation and fragmentation processes do not require the number of computational particles to vary. Instead, the statistical weights are adjusted. In some way, SWAs are similar to the constant-\(N\) Monte Carlo method [18] which keeps the number of computational particles constant by resampling the ensemble after coagulation and fragmentation events, but this method is susceptible to noise especially for longer simulations.

The main challenge in the implementation of SWAs is the execution of processes which alter the number of particles, especially coagulation and fragmentation. In [9, 10, 31], a method called the Mass Flow Algorithm (MFA) is given for coagulation and fragmentation processes. The key difference between the MFA with the SWAs developed in this work is that the particles are not explicitly tagged with weights and the weights are implicitly determined as the inverse of the particle mass in the MFA. In systems with inception and frequent exchange of mass with the surroundings, frequent resampling of the particle ensemble is required and may be computationally inconvenient to implement. Nonetheless, successful attempts in extending the MFA to such systems have been reported [7, 23, 24].

The majority of previous studies involving SWAs with explicitly tagged weights focus on simulating coagulation accurately [8, 21, 25–27, 30, 32–34] and less attention is given to fragmentation. The fragmentation algorithm presented in [33] does not increase the number of computational particles where the weights of the resulting fragment particles are
added onto similar particles which are already in the ensemble. However, this algorithm is not suitable for high-dimensional models because it is impossible to search for particles that are identical to the fragment particles [19]. On the other hand, a fragmentation algorithm suitable for high-dimensional models is presented in [19], but the algorithm is not suitable for applications with high fragmentation rates because it increases the number of computational particles. Thus, frequent resampling of the particle ensemble may be required to accommodate the new fragment particles and this may cause severe numerical errors.

The main purpose of this paper is to extend the work done in [26] and develop efficient algorithms for the fragmentation of weighted particles which do not increase the number of computational particles. By having particles tagged with statistical weights, a myriad of possible weight transfer functions can be constructed for coagulation and fragmentation. The flexibility of the weight transfer functions is mainly suited for multidimensional models where any quantity can be chosen to be conserved across the jump processes. In granulation applications for example, the binder content may be chosen to be the quantity to conserve when the statistical weight is adjusted in a coagulation process. Work has been done in [26] where a large family of coagulation weight transfer functions is presented and this paper focuses on a similar aspect for fragmentation.

Besides fragmentation, another aspect of this work is the application of stochastic particle methods in spatially inhomogeneous systems. Stochastic particle methods are traditionally used to simulate spatially homogeneous problems but the inhomogeneous behaviour of mixing processes should not be neglected in systems of practical interest, such as soot formation during combustion [25] and wet granulation [19]. Hence, this leads to a number of attempts to extend stochastic particle methods to spatially inhomogeneous systems [13, 15, 19, 22, 25]. One of the common findings among these studies is that the usage of SWAs significantly reduces the stochastic noise due to the spatial inhomogeneity, which is highlighted in this work as well.

This paper is structured as follows: In Section 2, a general population balance model with coagulation, fragmentation and spatial inhomogeneity is formulated. The stochastic particle methods used in this work are described in detail in Section 3. Then, a test system is constructed in Section 4 to investigate the numerical properties of the stochastic particle methods before applying the methods to a realistic multidimensional granulation model in Section 5.

## 2 Population balance model

In this work, population balance problems with particles undergoing inception, coagulation, breakage, and transport are considered. Particles take positions in a bounded domain of compartments, $\mathbb{Z}$, and the particles are elements of a type space $X$ which may be multidimensional and either discrete or continuous. Particles are allowed to move from one compartment to another, where the direction and rate of flow are specified by the connections between the compartments. However, only particles within the same compartment are allowed to interact with each other and undergo coagulation. Lastly, the rates of the mechanisms in each compartment are allowed to be different in order to capture the
inhomogeneous nature of most particle processes. The population balance problem is formulated for concentration measures \( P(t, z, dx) \), where \( z \in Z \) and \( x \in X \). So, \( \int_U P(t, z, dx) \) gives the number of particles with types \( U \subset X \) located in compartment \( z \), and \( P \) is said to be a solution of the population balance problem if, for all \( z \in Z \):

\[
\frac{d}{dt} \int_X \varphi(z, x) P(t, z, dx) =
\frac{1}{2} \int_X \int_X \left[ \varphi(z, x + y) - \varphi(z, x) - \varphi(z, y) \right] K(z, x, y) P(t, z, dy) P(t, z, dx)
+ \frac{1}{2} \int_X \int_X \left[ \varphi(z, y) + \varphi(z, x - y) - \varphi(z, x) \right] F(z, x, dy) P(t, z, dx)
+ \int_X \varphi(z, x) I(z, dx)
+ \sum_{j=1}^{N(z)} \int_X \varphi(z^{[j]}(x) flow(z^{[j]} \rightarrow z)} \frac{1}{\tau(z^{[j]})} P(t, z^{[j]}, dx)
- \int_X \varphi(z, x) \frac{1}{\tau(z)} P(t, z, dx),
\]

where \( \varphi \) is some suitable test function. Throughout this work, \( Z \) is finite, i.e. \( Z = \{ z_1, z_2, \ldots, z_i \} \) where \( i \) is the number of compartments.

### 2.1 Particle processes

Each term in Equation (1) represents a particle process which is described in detail in this section.

#### 2.1.1 Coagulation

The first term of (1) represents the coagulation process and is a slightly modified form of the Smoluchowski coagulation equation. Each pair of particles \( x \) and \( y \) coagulate at the rate specified by the kernel \( K(z, x, y) \) to form a larger particle \( (x + y) \). It is supposed that an operation “+” is defined in \( X \) for the coagulation process. Only particles within the same compartment are allowed to coagulate.

#### 2.1.2 Fragmentation

The second term in Equation (1) represents the fragmentation process. The fragmentation model considered here is a binary fragmentation model where a particle \( x \) splits into \( y \) and \( x - y \) according to the fragmentation kernel \( F \). It is supposed that an operation “-” is defined in \( X \) to calculate one of the fragments deterministically from \( y \).

The fragmentation kernel \( F \) is defined as:

\[
F(x, dy) = \mathbb{1} \{ m(y) < m(x) \} g(z, x) \beta(x, y) dy,
\]  

where \( g(z, x) \) is the fragmentation kernel and \( \beta(x, y) \) is the branching factor.
where \( \mathbb{1}\{A\} \) is the indicator function on the set \( A \), \( m(x) \) is the mass of particle \( x \), \( g(z,x) \) is the breakage frequency of particle \( x \) in compartment \( z \), and \( \beta(x,y) \) is the probability measure on the space of fragments \( y \) for each particle \( x \). The indicator function states that the mass of fragment \( y \) cannot be larger than the parent particle \( x \). The probability measure \( \beta \) fulfils the symmetry property:

\[
\beta(x,y) = \beta(x,x-y),
\]

and \( \beta(x,y)dy \) gives the probability that the type of a particle formed from the fragmentation of a particle of type \( x \) is within the space of \([y,y+dy]\).

Therefore, the fragmentation measure \( F \) satisfies the symmetry assumption

\[
\int_X \varphi(z,y)F(x,dy) = \int_X \varphi(z,x-y)F(x,dy)
\]

for measurable functions \( \varphi \) bounded on each interval \( \{(x,y) \in X : m(y) < m(x)\} \) (for each pair of \( (x,y) \), the mass of \( y \) has to be less than the mass of \( x \)).

The rate \( g(z,x) \) is dependent on both the type of the particle and its spatial position but the probability measure of the fragments \( \beta(x,y) \) is only dependent on the type of the particle and independent of the particle’s spatial position.

### 2.1.3 Inception

The third term in Equation (1) represents the inception process. Particles of type \( x \) are incepted in compartment \( z \) at rate \( I(z,dx) \).

### 2.1.4 Flow of particles

The last two terms represent the movement of particles within the domain \( Z \). Each compartment is given a residence time \( \tau(z) \) which controls the flowrate of the particles within the system. The flow of particles is independent of the particles’ type and each particle in compartment \( z \) leaves at the rate \( 1/\tau(z) \).

The fourth term in Equation (1) represents the inflow process of compartment \( z \). In this term, \( N_{in}(z) \) is the number of inflows connected to compartment \( z \) and \( z^{[j]} \) are the compartments which have particles flowing into \( z \). The term \( f_{\text{flow}}(z^{[j]} \rightarrow z) \) is defined as the fraction of flow from compartment \( z^{[j]} \) which is connected to \( z \). The superscript \( [j] \) is a counting index for the compartments connected to \( z \).

The fifth term in Equation (1) simply represents the disappearance of particles through outflow.
3 Stochastic particle methods

Each compartment \( z \) is simulated with a system of stochastic particles which describes the population dynamics (1):

\[
(z, x_j, w_j), \quad j = 1, \ldots, N(t),
\]

(5)

where \( z \in \mathbb{Z} \), \( x_j \in \mathbb{X} \), and \( w_j \in (0, w_{\text{max}}] \) is the statistical weight. The measure valued solution \( P \) for each compartment \( z \) is approximated by a sequence of particle systems parameterised by \( n(z) \) which works in the sense that

\[
\frac{1}{n(z)} \sum_{j=1}^{N(z)} w_j \varphi(z, x_j) \xrightarrow{n(z) \to \infty} \int_{\mathbb{X}} \varphi(z, x) P(t, z, dx).
\]

(6)

The normalisation parameter \( n(z) \) is initialised such that

\[
\frac{1}{n(z)} \sum_{j=1}^{N(0)} w_j \approx \int_{\mathbb{X}} P(0, z, dx).
\]

(7)

The approximation (6) may be interpreted as saying that the physical concentration of particles of type \( x_j \) in compartment \( z \) is approximately \( w_j / n(z) \) and the total concentration of particles in compartment \( z \) is approximately \( \sum w_j / n(z) \).

The number of particles, \( N \), in each compartment is controlled by a parameter \( N_{\text{max}} \) which controls the maximum number of particles. Throughout this work, \( N_{\text{max}} \) is set to be equal in each compartment. When the number of computational particles in a compartment falls below 37.5\%, each particle in the compartment is duplicated and the corresponding normalisation parameter \( n(z) \) is doubled. On the other hand, when \( N = N_{\text{max}} \), a uniformly selected particle is deleted and \( n(z) \) is rescaled by:

\[
n_{\text{new}} = n_{\text{old}} \frac{N_{\text{max}} - 1}{N_{\text{max}}}.
\]

(8)

As the systems investigated in this work feature frequent exchange of mass and inception, the simulations are initialised with \( N(0) = 0.75N_{\text{max}} \) particles in each compartment to minimise the number of particle deletions.

3.1 Direct simulation algorithm

The Direct Simulation Algorithm (DSA) is so named because it can be interpreted as directly reproducing the behaviour of the particle system. Direct simulation is the case when \( w_j(t) = 1 \).
3.1.1 Inception

A new computational particle

\[(z,x,1)\]  

is added to compartment \(z\) at the rate

\[n(z)I(z, dx).\]  

3.1.2 Coagulation

Coagulation jump processes are of the form:

\[(z,x,1), (z,y,1) \rightarrow (z,x+y,1).\]  

Each of these jumps occur at the rate

\[\frac{K(z,x,y)}{n(z)}.\]  

3.1.3 Flow of particles

The simulation algorithm for the flow of particles considers the inflow and outflow terms in Equation (1) simultaneously, but can be better understood by focusing on the inflow term:

\[\sum_{j=1}^{N_{in}(z)} \int_X \phi(z^{[j]}, x) f_{\text{flow}}(z^{[j]} \rightarrow z) \frac{1}{\tau(z^{[j]})} P(t, z^{[j]}, dx).\]

So, for every compartment \(z^{[j]}\) with one or more outflow, each particle leaves compartment \(z^{[j]}\) at the rate

\[\frac{1}{\tau(z^{[j]})},\]  

and this process is simulated by jump processes of the form

\[(z^{[j]}, x, 1) \rightarrow (z,x,1)_{[1]}, (z,x,1)_{[2]}, \ldots, (z,x,1)_{[n]}.\]  

For cases where \(z^{[j]}\) has multiple outflows, the outflow compartment \(z\) is chosen with probability \(f_{\text{flow}}(z^{[j]} \rightarrow z)\). In this process, the location of particle \(x\) is changed from \(z^{[j]}\) to \(z\). Thus, it can be interpreted as the outflow of \(z^{[j]}\) which contributes to the inflow of \(z\). Hence, jump processes in the form of (14) consider the last two terms in Equation (1) simultaneously.
The number of copies to make, $n_c$, is determined by the ratio of the normalisation parameters $F_c$:

$$n_c = \begin{cases} 
\lfloor F_c \rfloor + 1 & \text{for } u < F_c - \lfloor F_c \rfloor \\
\lfloor F_c \rfloor & \text{otherwise}, 
\end{cases} \quad (15)$$

where

$$F_c = \frac{n(z)}{n(z|j)}, \quad (16)$$

and $u$ is a uniformly chosen random number such that $u \in [0, 1]$.

### 3.1.4 Fragmentation

Each particle $x$ undergoes the following jump process:

$$(z, x, 1) \rightarrow (z, y, 1), (z, x - y, 1) \quad (17)$$

at rate $g(z, x)$ and the fragment $y$ is selected according to the probability measure $\beta(x, y)$.

### 3.2 Stochastic weighted algorithms

In the SWAs, the particle weights are no longer identically one. The jump dynamics of each process are presented in this section and the convergence of the SWAs is proven in Section 3.3. Three different SWAs (SWA1, SWA2 and SWA3) are presented in this work, each of which leads to a different simulation trajectory. The SWAs are mostly similar and only differ in the way fragmentation is executed. Despite that, it is found that the numerical properties of the algorithms are significantly different and this is shown in Section 4.

#### 3.2.1 Inception

The inception process is similar to the DSA where a new computational particle

$$(z, x, 1) \quad (18)$$

is added to compartment $z$ at the rate

$$n(z)I(z, dx). \quad (19)$$

A more complex inception process that depends on the weights is possible, but is not pursued here.
3.2.2 Coagulation

Coagulation jumps are of the form:

\[(z, x, w_x), (z, y, w_y) \rightarrow (z, x+y, w_{x+y}), (z, y, w_y),\]  

and each of these jumps occur with the rate

\[\frac{K(z, x, y)w_y}{n(z)}.\]  

Hence, the collision kernel for weighted particles \(\hat{K}\) is defined as

\[\hat{K}(z, x, w_x, y, w_y) = K(z, x, y)w_y\]  

and is no longer symmetric.

The weight \(w_{x+y}\) is calculated as:

\[w_{x+y} = w_x \gamma_{\text{coag}}(x, w_x, y, w_y) = w_x \frac{m(x)}{m(x+y)}.\]  

where \(\gamma_{\text{coag}}\) represents the coagulation weight transfer function. Note that only the first particle \(x\) is modified and the second particle \(y\) is left unchanged for both cases. The definition of \(\gamma_{\text{coag}}\) used here is one of many possibilities and other mathematically valid weight transfer functions are studied in [26].

3.2.3 Flow of particles

Similarly as the DSA, each particle leaves compartment \(z[j]\) at the rate

\[\frac{1}{\tau(z[j])},\]  

but the process is simulated with a slightly different jump process:

\[(z[j], x, w_x) \rightarrow (z, x, w_x \times F_c),\]  

where \(F_c\) is defined similarly as (16). The presence of statistical weights allows the number of particles to be scaled accurately and it is not necessary to determine the number of copies randomly (cf. (15)) like the DSA. Similarly as the DSA again, the outflow compartment \(z\) is chosen with probability \(f_{\text{flow}}(z[j] \rightarrow z)\).

3.2.4 Fragmentation

Fragmentation jump processes for the SW As occur in the form

\[(z, x, w_x) \rightarrow (z, y, w_y)\]  

(26)
at the rate
g(z, x). \quad (27)

The fragment particle \((y, w_y)\) is selected according to the probability measure
\[
\frac{w_x}{w_y} \beta(x, y) \quad (28)
\]
for each pair of \((x, w_x)\). Hence,
\[
\frac{w_x}{w_y} \beta(x, y) dy dw_y \quad (29)
\]
gives the probability that the type a particle formed from the fragmentation of a particle \((x, w_x)\) is within the space of \([y, y + dy]\) and its statistical weight is in the range \([w_y, w_y + dw_y]\). Although \(\beta(x, y)\) is symmetric (cf. (3)), this probability measure is no longer symmetric with the multiplication of \(w_x/w_y\).

So, the fragmentation kernel for weighted particles, \(\hat{F}\), is
\[
\hat{F}(z, x, w_x, dy, dw_y) = 1 \{m(y) < m(x)\} \ g(z, x) \frac{w_x}{w_y} \beta(x, y) dy dw_y
= \frac{w_x}{w_y} F(z, x, dy) dw_y. \quad (30)
\]

Here, \(w_y\) is defined by
\[
w_y = \gamma_{\text{frag}}(x, w_x, y) = w_x \alpha(x, y) \quad (31)
\]
where \(\gamma_{\text{frag}}\) is the fragmentation weight transfer function and its main function is to keep the number of computational particles constant while maintaining the approximation (6).

The definition of \(\alpha\) is restricted by the following equation:
\[
\frac{1}{\alpha(x, y)} + \frac{1}{\alpha(x, x-y)} = 1. \quad (32)
\]

The justification of this apparently arbitrary ansatz is that it recovers the symmetry nature of the binary breakage process (3) from the asymmetric simulation process (cf. (28)) and leads to the correct limiting behaviour (6).

Many weight transfer functions \(\gamma_{\text{frag}}\) satisfying (32) can be constructed. From a physical point of view, a particle splits into two fragments in a binary fragmentation process. Since the jump (26) does not increase the number of particles, one expects the statistical weight of the resulting fragment to be doubled:
\[
\gamma_{\text{frag}} = 2w_x, \quad (33)
\]
which corresponds to \(\alpha(x, y) = 2\) and this is the simplest possible solution.
It is also possible to define \( \gamma_{\text{frag}} \) to conserve any quantity during fragmentation. Let \( M > 0 \) be any quantity conserved during fragmentation, that is,
\[
M(x) = M(y) + M(x - y), \quad \forall x, y \in \mathbb{X}.
\] (34)

The change in the amount of \( M \) as a result of the jump (26) is
\[
w_x M(x) - \gamma_{\text{frag}}(x, w_x, y) M(y),
\] (35)
which is 0 if and only if
\[
\gamma_{\text{frag}}(x, w_x, y) = w_x \frac{M(x)}{M(y)},
\] (36)

Hence, any quantity \( M > 0 \) can be conserved across fragmentation jumps by defining \( \gamma_{\text{frag}} \) according to (36) which corresponds to \( \alpha(x, y) = M(x)/M(y) \).

Table 1 shows two definitions of \( \gamma_{\text{frag}} \) which are studied in this work. The algorithm using the first definition shall be referred to as “SWA1” and the algorithm using the second definition shall be referred to as “SWA2”.

**Table 1: Definitions of the numerically tested fragmentation weight transfer functions.**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( \gamma_{\text{frag}}(x, w_x, y) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWA1</td>
<td>( w_x \times 2 )</td>
</tr>
<tr>
<td>SWA2</td>
<td>( w_x \times [m(x)/m(y)] )</td>
</tr>
</tbody>
</table>

### 3.2.5 Alternative method for fragmentation

It is also possible to perform the fragmentation of weighted particles using the “DSA” method and this method was used in [19]. Here, each particle \( x \) undergoes the following jump process:
\[
(z, x, w_x) \rightarrow (z, y, w_x), (z, x - y, w_z)
\] (37)
at rate \( g(z, x) \) and the fragment \( y \) is selected according to the probability measure \( \beta(x, y) \). The fragments are given the same weight as the original particle \( x \). This method is very easy to implement but it does not have the advantage of maintaining the number of computational particles constant and it is not suitable for simulations with high fragmentation rates.

The main problem with this method arises when there is no empty space left in the ensemble during a fragmentation jump. As a result, a particle has to be removed from the ensemble in order to accommodate the new fragment particle and this will contribute to some errors in the solution.

The algorithm using this approach shall be referred as “SWA3”.
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3.3 Convergence

For the DSA, general convergence results \cite{10, 11} imply that, for continuous functions $\varphi$ with compact support,

$$
\frac{1}{n(z)} \sum_{j=1}^{N(t)} \varphi(z, x_j) \to \int_{\mathcal{X}} \varphi(z, x) P(t, z, dx).
$$

Similarly, one sees that

$$
\frac{1}{n(z)} \sum_{j=1}^{N(t)} \psi(z, x_j, w_{x_j}) \to \int_{E} \psi(z, x, w_x) Q(t, z, dx, dw_x),
$$

where $E = \mathcal{X} \times (0, w_{\text{max}}]$ is an extended state space for the particles and $\psi$ is continuous with compact support. For the SWAs, the solution $Q(t, z, dx, dw)$ is defined through the following equation which is based on the jump dynamics presented in Section 3.2.

For every $z \in \mathcal{Z}$:

$$
\frac{d}{dt} \int_{E} \psi(z, x, w) Q(t, z, dx, dw_x) = 
\int_{E} \int_{E} \left[ \psi(z, x+y, w_{x+y}) - \psi(z, x, w_x) \right] \tilde{K}(z, x, w_x, y, w_{x+y}) Q(t, z, dx, dw_y) Q(t, z, dy, dw_y)
+ \int_{E} \int_{E} \left[ \psi(z, y, w_y) - \psi(z, x, w_x) \right] \tilde{F}(z, x, w_x, dy, dw_y) Q(t, z, dx, dw_y)
+ \int_{E} \psi(z, x) I(z, dx)
+ \sum_{j=1}^{N(t)} \int_{E} \psi(z^{[j]}, x, w_x) f_{\text{flow}}(z^{[j]} \to z) \frac{1}{\tau(z^{[j]})} Q(t, z^{[j]}, dx, dw_x)
- \int_{E} \psi(z, x, w_x) \frac{1}{\tau(z)} Q(t, z, dx, dw_x).
$$

The collision and fragmentation terms are no longer halved because the kernels are not symmetric in this case. The fragmentation term in Equation (40) is formulated for the approach described in Section 3.2.4 (SW A1 & SW A2). Since the approach described in Section 3.2.5 (SW A3) follows the DSA method, it can be assumed that it has the correct approximation properties.

The following definitions:

$$
P(t, z, dx) = \int_{0}^{w_{\text{max}}} w_x Q(t, z, dx, dw_x),
$$

$$
\psi(z, x, w_x) = w_x \varphi(z, x),
$$
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are used to show that (40) will eventually recover the population dynamics (1). Using these definitions, it is relatively straightforward to show that the last two terms in Equation (40) match the last two terms of Equation (1).

The collision term can be shown to have the correct approximation property by exploiting the symmetry of $K$, and the definitions of $w_{x+y}$, $Q$, and $\psi$ from Equations (23, 41 - 42):

$$\int_E \int_E \left[ \psi(z, x + y, w_{x+y}) - \psi(z, x, w_x) \right] \hat{K}(z, x, w_x, y, w_y) Q(t, z, dx, dw_x) Q(t, z, dy, dw_y)$$

$$= \int_E \int_E \left[ \frac{m(x)}{m(x+y)} \varphi(z, x + y) - \varphi(z, x) \right] w_x w_y K(z, x, y) Q(t, z, dx, dw_x) Q(t, z, dy, dw_y)$$

$$= \int_E \int_E \left[ \frac{m(y)}{m(x+y)} \varphi(z, x + y) - \varphi(z, y) \right] w_x w_y K(z, x, y) Q(t, z, dx, dw_x) Q(t, z, dy, dw_y)$$

$$= \frac{1}{2} \int_E \int_E \left[ \varphi(z, x + y) - \varphi(z, x) - \varphi(z, y) \right] w_x w_y K(z, x, y) Q(t, z, dx, dw_x) Q(t, z, dy, dw_y)$$

$$= \frac{1}{2} \int_E \int_E \left[ \varphi(z, x + y) - \varphi(z, x) - \varphi(z, y) \right] K(z, x, y) P(t, z, dx) P(t, z, dy)$$

Similarly for the fragmentation term, it can be shown to have the correct approximation property by using the symmetry of $F$ (4), the restriction of $\alpha$ (32), and the definitions of $\alpha$, $Q$ and $\psi$ from Equations (31, 41 - 42):

$$\int_E \int_E \left[ \psi(z, y, w_y) - \psi(z, x, w_x) \right] \hat{F}(z, x, w_x, dy, dw_x) Q(t, z, dx, dw_x)$$

$$= \int_E \int_E \left[ \varphi(z, y) - \frac{1}{\alpha(x,y)} \varphi(z, x) \right] w_x F(z, x, dy) dw_y Q(t, z, dx, dw_x)$$

$$= \int_E \int_E \left[ \varphi(z, y) - \frac{1}{\alpha(x,x-y)} \varphi(z, x) \right] w_x F(z, x, dy) dw_y Q(t, z, dx, dw_x)$$

$$= \frac{1}{2} \int_E \int_E \left[ \varphi(z, y) + \varphi(z, x - y) - \varphi(z, x) \right] w_x F(z, x, dy) dw_y Q(t, z, dx, dw_x)$$

$$= \frac{1}{2} \int_E \int_E \left[ \varphi(z, y) + \varphi(z, x - y) - \varphi(z, x) \right] F(z, x, dy) P(t, z, dx).$$

Therefore, one sees that $P(t, z, dx)$ as defined by (41) solves the population balance problem (1) with the appropriate weight transfer functions $\gamma_{\text{coag}}$ and $\gamma_{\text{frag}}$.

### 4 Numerical studies

In stochastic simulations of particle population balance models, numerical error can occur in two forms: systematic error and statistical error. These errors can usually be reduced by increasing the maximum number of computational particles, $N_{\text{max}}$, and the number of stochastic runs, $L$.

For the stochastic simulations in this work, the temporal evolution of a functional $M(t)$ is
averaged over the number of runs $L$:
\[
\eta_1(t) = \frac{1}{L} \sum_{l=1}^{L} M(t),
\]
where a functional refers to a property of the particle ensemble such as the moments defined in Table 3. The empirical variance is:
\[
\eta_2(t) = \frac{1}{L} \sum_{l=1}^{L} M(t)^2 - \eta_1(t)^2,
\]
and the half-widths of the confidence intervals are estimated by:
\[
c_P(t) = a_P \sqrt{\frac{\eta_2(t)}{L}},
\]
where $P$ is the confidence level. In this work, the value $a_P = 1.64$ which corresponds to $P = 0.9$ is used.

4.1 Test system

The performances of the algorithms presented in Section 3 are first investigated by comparing the stochastic solutions with a test system which can be written as a series of ordinary differential equations (ODEs). The method adopted here is similar to the Discrete Model in [12, 22]. In the Discrete Model, each particle size is represented by an ODE. By choosing a sufficiently large maximum size which corresponds to the number of ODEs, relatively high-precision solutions can be obtained. Thus making it a reliable reference to validate the stochastic methods.

![Test system](image)

Figure 1: Test system.

The main purpose of the current work is to test the new fragmentation algorithms (SWA1 & SWA2) on a multi-compartment population balance model for high shear granulation [19]. As such, a test system is constructed to mimic the simulation conditions of the granulation model as closely as possible. The test system for this study is illustrated in Figure 1. It is a three-compartment model ($\mathcal{Z} = \{z_1, z_2, z_3\}$) with simultaneous inception, coagulation, and transport processes. It is solved with a simple particle model, $\mathcal{X} = \{1, 2, 3, \ldots\}$, and the particle mechanisms are described below:
• Coagulation:

\[ K(z, x, y) = k_{\text{coag}}(z). \]

• Fragmentation:

\[ g(z, x) = \begin{cases} x k_{\text{frag}}(z), & x \geq 5, \\ 0, & x < 5. \end{cases} \]

\[ \beta(x, y) = \frac{1}{x - 1}, \quad y < x. \]

• Inception:

\[ I(z, x) = \begin{cases} k_{\text{inc}}(z), & \text{if } x = 1, \\ 0, & \text{if } x \neq 1. \end{cases} \]

The population balance equation for the test system can be described with the following ODEs:

• For \( x = 1 \),

\[ \frac{dP(t, z, x)}{dt} = I(z, x) \\
- K(z, x, y) P(t, z, x) \sum_{y=1}^{N_{\text{ode}}} P(t, z, y) \\
- g(z, x) P(t, z, x) + 2 \sum_{y=x+1}^{N_{\text{ode}}} g(z, y) \beta(y, x) P(t, z, y) \\
+ \sum_{j=1}^{N_{\text{inc}}} f_{\text{flow}}(z[j] \rightarrow z) \frac{1}{\tau(z[j])} P(t, z[j], x) - \frac{1}{\tau(z)} P(t, z, x). \]

• For \( 1 < x < N_{\text{ode}} \),

\[ \frac{dP(t, z, x)}{dt} = I(z, x) \\
+ \frac{1}{2} K(z, x, y) \sum_{y=1}^{x-1} P(t, z, y) P(t, z, x - y) - K(z, x, y) P(t, z, x) \sum_{y=1}^{N_{\text{ode}}} P(t, z, y) \\
- g(z, x) P(t, z, x) + 2 \sum_{y=x+1}^{N_{\text{ode}}} g(z, y) \beta(y, x) P(t, z, y) \\
+ \sum_{j=1}^{N_{\text{inc}}} f_{\text{flow}}(z[j] \rightarrow z) \frac{1}{\tau(z[j])} P(t, z[j], x) - \frac{1}{\tau(z)} P(t, z, x). \]
For \( x = N_{\text{ODE}} \),
\[
\frac{dP(t, z, x)}{dt} = I(z, x) + \frac{1}{2}K(z, x, y)\sum_{y=1}^{x-1}P(t, z, y)P(t, z, x-y) - K(z, x, y)P(t, z, x)\sum_{y=1}^{N_{\text{ODE}}}P(t, z, y)
- g(z, x)P(t, z, x) + \sum_{j=1}^{N_{\text{ODE}}(z)}f_{\text{flow}}(z^{[j]} \rightarrow z)\frac{1}{\tau(z^{[j]})}P(t, z^{[j]}, x) - \frac{1}{\tau(z)}P(t, z, x).
\]

\( N_{\text{ODE}} \) is the number of ODEs for each compartment and it corresponds to the maximum particle size. So, the total number of ODEs solved simultaneously is equivalent to \( 3 \times N_{\text{ODE}} \) for this three-compartment system. For this test system, the appropriate value of \( N_{\text{ODE}} \) is primarily determined through trial and error, e.g. values around \( N_{\text{ODE}} \approx 100 \) are used at high fragmentation rates and values around \( N_{\text{ODE}} \approx 1000 \) are used at low fragmentation rates.

The test system is initialised with the following particle concentrations:
\[
P(t, z_1, 1) = P(t, z_2, 1) = P(t, z_3, 1) = 1,
\]
and simulated for 10 seconds.

The connections between the compartments are defined by the following parameters:
\[
f_{\text{flow}}(z_1 \rightarrow z_2) = 1,
\quad f_{\text{flow}}(z_2 \rightarrow z_1) = f_{\text{flow}}(z_2 \rightarrow z_3) = 0.5,
\quad f_{\text{flow}}(z_3 \rightarrow z_2) = 1,
\]
and the rate parameters used for this test system are summarised in Table 2.

By conservation of mass:
\[
\sum_{j=1}^{N_{\text{out}}(z)}f_{\text{flow}}(z \rightarrow z^{[j]}) = 1,
\]
where \( N_{\text{out}}(z) \) is the total number of outflows from compartment \( z \). This condition is fulfilled by the defined connections (47).

From the generated solutions for \( P \), the moments of the particle ensemble are calculated according to the definitions given in Table 3.

In typical simulations using the SWAs, computational particles are initialised with \( w = 1 \). However, in this study, the computational particles are given non-uniform weights: 50% of the particles are initialised with \( w = 0.5 \) and the other 50% are initialised with \( w = 1 \). This is to ensure that the simulations of the SWA2 algorithm do not follow the same simulation trajectories of the Mass Flow Algorithm [9, 10, 31] because the mass at each position is no longer equal with non-uniform weights.
Table 2: Rate parameters for the test system. \( k_{\text{frag}} \) is set to be equal in each compartment but varied over the range \( 0.001 - 1.0 \).

<table>
<thead>
<tr>
<th>Rate constants</th>
<th>Units</th>
<th>( z_1 )</th>
<th>( z_2 )</th>
<th>( z_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{\text{coag}}(z) )</td>
<td>s(^{-1})</td>
<td>0.1</td>
<td>1.0</td>
<td>10.0</td>
</tr>
<tr>
<td>( k_{\text{inc}}(z) )</td>
<td>s(^{-1})</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( \tau(z) )</td>
<td>s</td>
<td>5.0</td>
<td>2.5</td>
<td>5.0</td>
</tr>
<tr>
<td>( k_{\text{frag}}(z) )</td>
<td>s(^{-1})</td>
<td>0.001 - 1.0</td>
<td>0.001 - 1.0</td>
<td>0.001 - 1.0</td>
</tr>
</tbody>
</table>

Table 3: Definition of the moments for the test system.

<table>
<thead>
<tr>
<th>Moments</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_0(t) )</td>
<td>( \sum P(t,z,x) )</td>
</tr>
<tr>
<td>( M_1(t) )</td>
<td>( \sum xP(t,z,x) )</td>
</tr>
<tr>
<td>( M_2(t) )</td>
<td>( \sum x^2P(t,z,x) )</td>
</tr>
<tr>
<td>( M_3(t) )</td>
<td>( \sum x^3P(t,z,x) )</td>
</tr>
</tbody>
</table>

4.2 Performances of the stochastic methods at different fragmentation rates

Initial tests of the fragmentation algorithms reveal that the accuracy is dependent on the number of fragmentation jumps performed in a simulation, especially with the SWA3 algorithm which is reported in [19] for a granulation population balance model.

A similar situation can be observed with the test system, which is shown in Figure 2. In this set of graphs, the stochastic solutions generated by SWA3 are compared against the ODE solutions at different fragmentation rates. It can be observed that the solutions generated with SWA3 become less accurate and increasingly noisy as the fragmentation rate increases which is consistent with the results in [19].

In order to compare the accuracies of the algorithms efficiently, the following representative errors of a simulation for a certain measured property (e.g. moments) are defined:

- Relative average systematic error,

\[
\bar{e}_{\text{sys}} = \frac{1}{I} \sum_{i=1}^{I} \frac{|\mu(t_i) - M^*(t_i)|}{M^*(t_i)}, \quad (49)
\]

- and relative average statistical error,

\[
\bar{e}_{\text{stat}} = \frac{1}{I} \sum_{i=1}^{I} \frac{cP(t_i)}{M^*(t_i)}, \quad (50)
\]

where \( M^* \) represents the ODE solution and \( I \) is the number of time intervals. In the current numerical study, the errors are averaged over \( I = 50 \) time intervals. This means that the
values of the moments are calculated at every 0.2 seconds (the test system is simulated for 10 seconds) and compared to the ODE solutions at the corresponding time steps.

Figure 3 shows the statistical errors of the moments at different fragmentation rates (plotted as a function of the fragmentation rate constant, $k_{\text{frag}}$). Similar trends can be observed for most of the values in the plots except the errors of the DSA for $M_0$. It can be observed that the DSA is better at predicting $M_0$ compared to the other algorithms but it is not the case for the higher moments. For the higher moments ($M_1, M_2$ and $M_3$), the errors for the DSA are relatively higher at low fragmentation rates but they tend to decrease as the fragmentation rate increases. On the other hand, the errors for the SWA1 and SWA3 algorithms start off low but become higher as the fragmentation rate increases. SWA2 is perhaps the best performing algorithm based on this figure because the errors are almost independent of the fragmentation rate.

Though not as obvious as the statistical errors, similar trends can also be observed for the systematic errors, which is shown in Figure 4.
4.3 Computational efficiency

In Section 4.2, the errors of the stochastic solutions are investigated as a function of fragmentation rate. Other than showing that they are accurate, it is also important to ensure that they can achieve a reasonable accuracy using the shortest possible amount of CPU time ($t_{CPU}$).

In this section, the CPU times required by each algorithm to estimate $M_2$ with average systematic and statistical errors of $\bar{e} = 0.01$ (1%) are compared. As it is highlighted in Section 4.2 that the algorithms perform differently at different fragmentation rates, a detailed analysis of the efficiencies of the algorithms is carried out for $k_{frag} = 0.001$ (low fragmentation rate) and $k_{frag} = 1$ (high fragmentation rate).

The systematic and statistical errors of a stochastic simulation can be reduced by increasing the values of $N_{max}$ and $L$ but with a computational price. Here, the errors are evaluated as a function of $N_{max}$ and the number of runs is fixed at $L = 100$.

Figure 5 presents the errors of the stochastic solutions as a function of $N_{max}$. From these plots, the values of $N_{max}$ required to achieve $\bar{e}_{sys} = 0.01$ and $\bar{e}_{stat} = 0.01$ for each algorithm are recorded in Table 4. Judging by the CPU times required to reduce the errors to about 1%, it is clear that the SWAs are much more efficient than the equivalent DSA simulation.
Figure 4: Systematic errors as a function of $k_{\text{frag}}$. Simulations are performed with $N_{\text{max}} = 32$ and $L = 100$.

at this fragmentation rate.

The poor performance of the DSA at low fragmentation rate is mainly caused by the movement of some isolated large particles coupled with the way particles are moved across different compartments (cf. (14)). As the number of copies $n_c$ is determined stochastically, some large particles might be deleted unintentionally during transport. On the other hand, the SWAs place more emphasis on the larger particles and the number of particles to transfer can be controlled accurately (cf. (25)), hence greatly reducing the errors from transport.

Similar results for $k_{\text{frag}} = 1$ are recorded in Figure 6 and Table 5. In contrast with the results obtained at $k_{\text{frag}} = 0.001$, it can be observed that the algorithms show different behaviours. First of all, the DSA and SWA2 algorithms are significantly more efficient compared to the SWA1 and SWA3 algorithms. The efficiency of the DSA at this rate is much higher because the system is mainly composed of small particles and the error caused by the movements of isolated large particles is reduced. The difference in performance between the SWA1 and SWA2 algorithms indicates that the choice of the fragmentation weight transfer function affects the quality of the simulation and careful consideration should be given to the choice of functions for different systems. The poor performance of the SWA3 algorithm is clearly due to the fact that the particle ensemble has to be rescaled many times to accommodate the new particles from fragmentation.
Figure 5: Errors plotted against $N_{\text{max}}$ for $k_{\text{frag}} = 1 \times 10^{-3}$. The number of runs is fixed at $L = 100$.

Table 4: $N_{\text{max}}$ and $t_{\text{CPU}}$ required to achieve $\bar{e} = 0.01$ at $k_{\text{frag}} = 0.001$. The results are obtained from Figure 5 and the number of runs is fixed at $L = 100$.

<table>
<thead>
<tr>
<th>$k_{\text{frag}}$ [s$^{-1}$]</th>
<th>error [-]</th>
<th>Algorithm</th>
<th>$N_{\text{max}}$ required [-]</th>
<th>$t_{\text{CPU}}$ required [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.0 \times 10^{-3}$</td>
<td>$\bar{e}_{\text{sys},M_2} = 0.01$</td>
<td>DSA</td>
<td>512</td>
<td>5.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SWA1</td>
<td>64</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SWA2</td>
<td>64</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SWA3</td>
<td>64</td>
<td>0.92</td>
</tr>
<tr>
<td>$1.0 \times 10^{-3}$</td>
<td>$\bar{e}_{\text{stat},M_2} = 0.01$</td>
<td>DSA</td>
<td>4096</td>
<td>41.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SWA1</td>
<td>256</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SWA2</td>
<td>256</td>
<td>3.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SWA3</td>
<td>256</td>
<td>3.39</td>
</tr>
</tbody>
</table>
Figure 6: Errors plotted against $N_{\text{max}}$ for $k_{\text{frag}} = 1.0$. The number of runs is fixed at $L = 100$.

Table 5: $N_{\text{max}}$ and $t_{\text{CPU}}$ required to achieve $\bar{e} = 0.01$ at $k_{\text{frag}} = 1$. The results are obtained from Figure 6 and the number of runs is fixed at $L = 100$.

<table>
<thead>
<tr>
<th>$k_{\text{frag}}$ [s$^{-1}$]</th>
<th>error [-]</th>
<th>Algorithm</th>
<th>$N_{\text{max}}$ required [-]</th>
<th>$t_{\text{CPU}}$ required [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 $\bar{e}_{\text{sys},M_2} = 0.01$</td>
<td>DSA</td>
<td>64</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SWA1</td>
<td>2048</td>
<td>40.91</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SWA2</td>
<td>32</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SWA3</td>
<td>524288</td>
<td>$2.55 \times 10^4$</td>
<td></td>
</tr>
<tr>
<td>1.0 $\bar{e}_{\text{stat},M_2} = 0.01$</td>
<td>DSA</td>
<td>256</td>
<td>2.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SWA1</td>
<td>4096</td>
<td>88.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SWA2</td>
<td>128</td>
<td>1.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SWA3</td>
<td>524288</td>
<td>$2.55 \times 10^4$</td>
<td></td>
</tr>
</tbody>
</table>

5 Application to a realistic multidimensional model

In this section, a multidimensional population balance model for wet granulation is simulated with the algorithms described in Section 3. A typical granulation simulation is ini-
tialised with particles which represent the powder granules before adding liquid droplets (binder) so that the particles can undergo coagulation. After the desired amount of liquid is achieved, the simulation is allowed to proceed for a period of time and this phase is usually called the massing phase. For more information regarding the simulation conditions, readers can refer to [19].

The granulation model used here was initially developed as a single-compartment model [1–6] and extended to a multi-compartment model [19]. The development of the multi-compartment model was initially motivated by several unsuccessful attempts at predicting the experimentally measured size distributions accurately with the single-compartment configuration [16]. It was deduced that the main reason for the poor fit is that the single-compartment system assumes perfect mixing and ignores the effects of heterogeneity in powder mixing processes.

Here, the multi-compartment model described in [19] is modelled using the configuration shown in Figure 1 (three compartments) and the model is fitted to a set of experimental results from [16, Experiment B1]. As the focus of this work is the development of efficient fragmentation algorithms for weighted particles, the methodology used to optimise the model is not explained here and readers can refer to [16] for more details. The results are shown in Figure 7, which compares the best fit size distributions generated with the single-compartment and three-compartment systems. In this plot, \( f_m \) is defined as the mass fraction of particles with size \( d \). It is clear that the multi-compartment system is significantly better in modelling this wet granulation system where the assumption of perfect mixing is poor.

![Figure 7](image)

**Figure 7:** Multi-compartment granulation model [19] fitted to a set of experimental data [16, Experiment B1]. Both systems are simulated with \( N_{\text{max}} = 1024 \) and \( L = 100 \) using SWA2.

The multi-compartment model was previously simulated using SWA3 in [19] which requires particles to be uniformly deleted when the ensemble is full. Although the error from transporting particles was reduced by using weighted particles (cf. (25)), significant numerical error can still be observed when the rate of fragmentation is high. Thus, this leads to the development of the SWA1 and SWA2 algorithms which do not increase the number of particles in a fragmentation jump.

As the advantage of using weighted particles is not significant with the single-compartment
system, only the numerical studies for the three-compartment system are shown here. Throughout this section, the three-compartment system used to generate the size distribution in Figure 7 is used for the following numerical studies.

The numerical performances of the DSA and SWAs in predicting the size distributions are compared in Figure 8. Each graph in this figure presents two sets of results: the solid lines are the high-precision solutions which require enormous CPU times ($t_{\text{CPU}} \approx 12 - 24$ hours), and the points are solutions generated with reasonable CPU times ($t_{\text{CPU}} \approx 5 - 10$ minutes). The high-precision solutions are generated with $N_{\text{max}} = 1,048,576$ and the SWAs are simulated with $N_{\text{max}} = 1024$. On the other hand, the DSA simulation is performed at $N_{\text{max}} = 2048$ so that its CPU time is roughly equal to the equivalent SWA simulations.

The first thing to observe from these plots is that the solutions of the different methods converge to the same solution as $N \to \infty$. However, since the points are solutions from simulations with equal computational effort, it can be concluded that the SWA1 and SWA2 algorithms are more efficient compared to the DSA and SWA3 algorithms. For the DSA and SWA3 results, significant systematic errors and statistical noise can be noticed in the solutions. The main causes for these errors are explained later with Figures 9 and 10.

One of the main problems with the DSA is the allocation of computational resources within the simulations. Previous studies involving the DSA often report that this method allocates huge amount of resources to simulate the unimportant smaller particles and this leads to noisy estimates in the larger particle regions that dominate mass concentration [8, 27, 29]. The same situation is also observed in this system and is shown in Figure 9. Here, the number fraction of computational particles for each size, $f_n$, is compared against the total mass fraction of the corresponding size which is the same as $f_m$ shown in Figure 8, but plotted on logarithmic scale in Figure 9.

Looking at the plot for the DSA in Figure 9, it can be observed that most of the computational resources are wasted on the physically insignificant small particles - more than 50% of the computational particles are in the smallest size class which forms less than 5% by mass in the system. On the other hand, the number of computational particles for each size is directly proportional to the mass for the SWA1 and SWA2 simulations and this greatly reduces the noise in the larger particle regions. The distribution of particles in the SWA3 simulation is slightly peculiar due to the huge amount of particle deletions from the fragmentation jumps. The marginally higher number of particles in the mid-high size range is possibly caused by the fragmentation of the larger particles (large particles have higher fragmentation rates than the smaller particles [19]).

Figure 10 highlights a serious issue found in the DSA and SWA3 simulations. As a reference, a test run is performed by only adding liquid particles into the system without simulating any other processes, which is shown as the solid lines in the plots (a brief description of the simulation process is given at the beginning of this section). Each plot in this figure compares the total mass per volume, $m_{\text{total}}$, in the actual simulations with the values obtained with the test run. These plots show the time evolution of the total mass throughout the simulations. On the other hand, the size distributions in Figures 7 and 8 are evaluated at the end of the simulations, which correspond to $t = 420$ seconds in Figure 10. Significant fluctuation in mass can be observed in the DSA simulation and the main con-
Figure 8: Standard simulations \( (N_{\text{max}} = 1024 \text{ – } 2048, \ L = 100) \) compared against the high-precision solutions \( (N_{\text{max}} = 1,048,576, \ L = 10) \) for the three-compartment system used to generate the size distribution in Figure 7. The DSA simulation is performed with \( N_{\text{max}} = 2048 \) so that its CPU time is equivalent to the SWA simulations.

The distribution of these errors is from the way particles are transferred in the DSA as described in Section 4.3. Although the numerical errors are not that severe for the SWA3 algorithm, noticeable deviation from the reference mass can still be observed towards the end of the simulation when significant deletions of particles have been done. This problem is solved by using the new fragmentation algorithms which do not increase the number of computational particles (SWA1 & SWA2).
Figure 9: Number fraction of computational particles $f_n$ compared against the mass fraction $f_m$. Both $f_n$ and $f_m$ are obtained from the high precision solutions ($N_{\text{max}} = 1,048,576$, $L = 10$).
Figure 10: Total mass per volume plotted against time in the three-compartment granulation model. The liquid addition and massing phases are indicated by ‘(a)’ and ‘(b)’ respectively in the DSA plot. The number of runs is fixed at $L = 100$. 

- **DSA** ($N_{\text{max}} = 2048$)
- **SWA1** ($N_{\text{max}} = 1024$)
- **SWA2** ($N_{\text{max}} = 1024$)
- **SWA3** ($N_{\text{max}} = 1024$)
6 Conclusions

In this work, population balance problems with simultaneous coagulation, fragmentation, inception and spatial inhomogeneity are investigated.

Main focus is given to the development of efficient fragmentation algorithms for weighted particles. Three fragmentation algorithms are investigated, two of which are developed in this work (SWA1 & SWA2). Their performances are compared with an existing algorithm (SWA3) and the traditional direct simulation algorithm (DSA).

Overall, it is found that the new algorithms (SWA1 & SWA2) are superior compared to the old algorithm (SWA3), mainly because the new algorithms do not increase the number of computational particles in a fragmentation jump process. The SWA3 algorithm increases the number of particles in a fragmentation jump and the particle ensemble has to be rescaled frequently to accommodate the new fragment particles and this caused significant numerical errors in the solutions.

Another important finding in this work is that there is not a single superior algorithm which is suitable for any type of system. For example, the direct simulation algorithm performs poorly when the system contains a high number of large particles and its efficiency improves when the system mainly consists of small particles. Thus, the choice of a suitable algorithm should be made carefully for each individual system.

Lastly, the new fragmentation algorithms are applied to a realistic multidimensional model for wet granulation. The advantage of the new algorithms are shown by comparing the quality of the solutions generated at equal computational cost. It is shown that the new SWAs (SWA1 & SWA2) are able to produce more accurate results with less computational effort compared to the old SWA method (SWA3) and the direct simulation algorithm. It can be concluded that for systems which contain particles with a wide range of sizes such as the one investigated, stochastic weighted algorithms are preferable over the direct simulation algorithm.
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