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Abstract

The aim of this work is to present the mathematical description of a detailed
multivariate population balance model to describe the structure and composition of
silica nanoparticles. Silica nanoparticles are formed by the interaction of silicic acid
monomers (Si(OH)4)in the gas-phase. A detailed numerical study of a stochastic
particle algorithm for the solution of the multidimensional population balance model
is presented. Each particle is described by its constituent primary particles and the
connectivity between these primaries. Each primary, in turn, has internal variables
that describe its chemical composition, i.e., the number of Si, free O and OH units. A
particle undergoes transformations due to different particle processes such as surface
reactions, coagulation, sintering, and intra-particle reactions. The algorithms used to
solve the population balance equations and to couple the population balance model
to gas-phase chemistry are described. Numerical studies are then performed for a
number of functionals calculated from the model to establish the convergence with
respect to the numerical parameter that determines the number of computational par-
ticles in the system. A brief numerical investigation of convergence with respect to
the splitting time step has also been undertaken. The computational times (for runs
that provide acceptable statistical errors) are determined to be sufficiently small to fa-
cilitate the application of this detailed multidimensional model to simulate industrial
scale systems.
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1 Introduction

Silica nanoparticles play a vital role as functional materials in a variety of applications
such as ceramics, catalysis, bio-imaging, bio-sensing and drug delivery. For sensitive
applications, the synthesis of particles with highly specific properties, such as particle size,
size distribution, and morphology is desired. To attain this, it is essential to understand
the detailed mechanism of formation and growth of these nanoparticles. Previous studies
on the flame synthesis of silica nanoparticles from tetraethoxysilane (TEOS) suggest the
formation of nanoparticles via the interaction of silicic acid (SiOH4) monomers [7, 18,
23]. This work aims to mathematically describe the particle formation mechanism in an
unprecedented level of detail by tracking the evolution of the chemical units (Si, O and
OH) in each particle in the ensemble.

The use of population balance modelling to study particle dynamics has received consid-
erable attention in the last few decades. Hulburt and Katz [8] first presented a statistical
mechanical formulation (referred to as population balance equations (PBEs)) for a class
of problems in particle technology. A multitude of attempts have since been made to ap-
ply population balance modelling to further the understanding of particulate processes.
The particle dynamics of flame-synthesised pyrogenic silica was first simulated by solv-
ing a one-dimensional population balance equation by Ulrich [28]. This work was further
developed by Ulrich and Riehl [29] who detected the existence of particles as flocs or ag-
gregates containing smaller primary particles and included this observation in the model
by introducing an arbitrary shape-factor. Koch and Friedlander [9, 10] made an early at-
tempt to describe particle growth in terms of coagulation and sintering, characterising an
agglomerate not only by its volume, but also by its surface area. The one-dimensional
approach was extended to two-dimensions by Xiong and Pratsinis [31] and Xiong et al.
[32] who studied the formation of agglomerate particles by coagulation and sintering by
solving the population balance equation using sectional methods to describe the evolution
of both particle size and shape. Tsantilis et al. [27] used a similar approach to model the
flame synthesis of titania nanoparticles. The growth of non-spherical silica particles in
a counterflow diffusion flame was analysed by Lee et al. [12] where in addition to co-
agulation, they consider the effect of chemical reactions and coalescence. Morgan et al.
[13] have extended this model to include particle inception, surface growth and sintering.
Recently, more detailed particle models have been developed by Celnik et al. [3], Morgan
et al. [14], Patterson and Kraft [16], Sander et al. [21] for soot modelling. The literature,
however, remains sparse on detailed models to study inorganic nanoparticle systems.

Several numerical techniques exist for solving population balance equations. These tech-
niques have been reviewed in detail by Ramkrishna and Mahoney [19] and Kraft [11].
Amongst these different solution techniques, the stochastic methods have been demon-
strated to be efficient and offer a viable option to include further model detail on a particle
level. Eibeck and Wagner [5] introduced stochastic particle algorithm known as the Direct
Simulation Monte Carlo algorithm to solve the Smoluchowski coagulation equation. They
used the technique of fictitious jumps using suitable majorant kernels. This algorithm was
extended to include a source term for gas-phase reactions by Goodson and Kraft [6] and
Balthasar and Kraft [1]. Patterson and Kraft [16] further refined this method by introduc-
ing a Linear Process Deferment Algorithm. Celnik et al. [2, 4] incorporated the effects
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of gas-phase reactions into the stochastic population balance model by using an operator
splitting technique, and West et al. [30] used such a coupled model to study the synthesis
of titania particles. Despite being widely used in the past few decades, the performance
of a multivariate stochastic model to study nanoparticle dynamics that includes various
process transformations and is fully-coupled to the gas-phase chemistry, has never been
explored in detail.

The main aim of this work is to present the mathematical formulation of a multidimen-
sional stochastic population balance model fully coupled to a kinetic model that describes
the evolution of chemical composition and structure of silica nanoparticles synthesised by
high temperature decomposition of TEOS. Detailed numerical studies are then performed
on the model to evaluate its convergence properties. The applications of this detailed
model to study the problems related to chemical and process engineering are reported
elsewhere [24].

The paper is structured as follows. In §2 we state the model mathematically with a brief
description of the kinetic model in §2.1 and a detailed description of the stochastic par-
ticle model in §2.2. Each particle is represented in terms of its primary particles and the
connectivity between these primaries as described in §2.2.1. Each primary particle, in
turn, is described by its chemical composition i.e., the number of Si, O and OH groups
present in it. The type of the particles is altered due to several transformations such as
surface reaction, coagulation, sintering and intra-particle reactions. The rates of each
of these processes and their corresponding transformations are described in §2.2.2. The
algorithms used to solve the population balance equations and to couple the PBEs to a
gas-phase chemistry solver are presented in §2.3. Numerical studies performed on the
model are reported in §3. A convergence study is performed with respect to different nu-
merical parameters in the model in §3.3. The convergence speed of different functionals
calculated from the model as well as the computational times are observed. The paper
concludes with a discussion of the model’s performance and suggests potential improve-
ments to it, along with suitable steps for future research.

2 Model

The physical system modelled in this work is the gas-phase thermal decomposition of
tetraethoxysilane (Si(OC2H5)4) to form silica nanoparticles (SiNPs) through the global
reaction:

Si(OC2H5)4 → SiNP + Gas-phase species.

The model consists of two parts: (i) a kinetic model describing the gas-phase processes;
and (ii) a stochastic particle model describing the silica nanoparticle phase. These models
are coupled using an operator splitting technique outlined in §2.3.1.
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2.1 Kinetic Model

The overall gas-phase reaction that leads to the formation of the silicic acid precursor that
ultimately form silica nanoparticles is given as:

Si(OC2H5)4 → Si(OH)4 + 4C2H4.

The silicic acid (Si(OH)4) monomers interact to eventually form silica nanoparticles through
various particle processes described in §2.2.2.

The kinetic model for the decomposition of tetraethoxysilane used in this work is de-
scribed in detail by Shekar et al. [23] and consists of 58 reversible gas-phase reactions and
27 chemical species. The system of reversible reactions involving Ng chemical species
and I reactions can be represented in the general form:

Ng∑
k=1

ν ′kiχk 

Ng∑
k=1

ν ′′kiχk,

where ν ′ki and ν ′′ki are the forward and reverse stoichiometric coefficients respectively of
the kth species of the ith reaction where i ∈ {1, . . . , I}. χk is the chemical symbol for the
kth species.

The production rate ṁk of the kth species can be written as a summation of the rate-of-
progress variables for all reactions involving the kth species:

ṁk =
I∑
i=1

νkiqi, (1)

where

νki = ν ′′ki − ν ′ki. (2)

The rate of progress variable qi for the ith reaction is given by the difference of the forward
and reverse rates as:

qi = kfi

Ng∏
k=1

[Ck]
ν′ki − kri

Ng∏
k=1

[Ck]
ν′′ki , (3)

where Ck is the molar concentration of the kth species and kfi and kri are the forward and
reverse rate constants of the ith reaction. The forward rate constants for the I reactions are
assumed to have the following Arrhenius temperature dependence:

kfi = AiT
βi exp

(−Ei
RT

)
, (4)
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where the pre-exponential factor Ai, the temperature coefficient βi and the activation en-
ergy Ei are user specified and are listed for the current work in [23]. The reverse rate
constants are determined from thermochemical data which are also provided as inputs.

The gas-phase chemistry is described by a set of Ng ODEs with the material balance of
species k given by:

dCk
dt

= ṁk(Ck, T ) + ġk(Ck, N, T )− γ(Ck, T )Ck, (5)

whereCk is the gas-phase concentration of the kth species, ṁk is the molar production rate
of the kth species due to gas-phase processes calculated in (1) and ġk the molar production
rate due to particle processes described in §2.2.2. N is the number of particles in the
system, T is the temperature of the system and γ is the rate of gas-phase expansion given
by:

γ =
ṁk(Ck, T )

ρ
+

1

T

dT

dt
, (6)

where ρ is the molar density of the bulk fluid.

2.2 Particle Model

2.2.1 Type Space

Each particle is represented as:

Pq = Pq(p1, . . . , pn(Pq),C). (7)

Particle Pq consists of n(Pq) primary particles pi where i ∈ {1, . . . , n(Pq)}. The state of
the system is given by an ensemble of N particles of type Pq, q ∈ {1, . . . , N}.
C is a lower diagonal matrix of dimension n(Pq) × n(Pq) storing the common surface
between two primary particles and describes the sintering between them (details described
in §2.2.2):

C(Pq) =



0 · · · 0 · · · 0

C21
. . . 0 · · · 0

... . . . . . . · · · ...

Ci1 · · · Cij
. . . ...

... · · · ... · · · ...


. (8)

The element Cij of matrix C has the following property:

Cij =

{
0, if pi and pj are non-neighbouring ,
Ssph(pi, pj) ≤ Cij ≤ s(pi) + s(pj), if pi and pj are neighbouring.

(9)
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where Ssph(pi, pj) and s(pi), s(pj) are defined in (43) and (13) respectively.

Each primary pi is described by internal variables ηSi, ηO, ηOH as:

pi = pi(ηSi, ηO, ηOH) (10)

where ηx ∈ Z, ηx ≥ 0 is the number of chemical units of type x, x ∈ {Si,O,OH}.
We define the following derived properties in terms of the internal variables:

• Primary particle volume: v(pi) of a primary pi is calculated in terms of its chem-
ical units as:

v(pi) =
(ηSi(pi)×MSi + ηO(pi)×MO + ηOH(pi)×MOH)/NA

ρsilica
(11)

where the molecular weights (M ) of Si, O and OH are 28.08, 16 and 17.01 kg/mol
respectively. NA is the Avogadro constant and the density of fused silica ρsilica is
2200 kg/m3.

• Primary particle diameter: dp(pi) of a primary pi is calculated by assuming each
primary particle to be spherical:

dp(pi) =

(
6v(pi)

π

) 1
3

. (12)

• Primary particle surface: s(pi) of primary pi is given by:

s(pi) = π(dp(pi))
2. (13)

• Particle volume: The sum of the volumes of all the primaries is equal to the volume
V (Pq) of the particle Pq:

V (Pq) =

n(Pq)∑
i=1

v(pi). (14)

• Surface area of particle: Surface area S(Pq) of the particle Pq is calculated based
on the average sintering level of the particle:

S(Pq) =
Ssph(Pq)

savg(1− n(Pq)
− 1

3 ) + n(Pq)
− 1

3

, (15)

where Ssph(Pq) = 3
√
π(6V (Pq))

2
3 is the spherical surface of Pq, n(Pq) is the number

of primaries and savg(Pq) is the average sintering level of the particle defined as:

savg(Pq) =

∑n(Pq)
i,j=1 s(pi, pj)

n(Pq)− 1
. (16)

s(pi, pj) is the sintering level between primaries pi and pj (details in §2.2.2) and is
defined in terms of type space variable Cij by (42).
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• Collision diameter: The collision diameter dc(Pq) of particle Pq is calculated (as
proposed by [21]) using:

dc(Pq) = dp,avg(Pq)nr(Pq)
1
Df . (17)

Df is the fractal dimension of the nanoparticles and is assumed to have a value of
1.8 [15]. dp,avg is the average primary particle diameter of Pq, given by:

dp,avg(Pq) =

∑n(Pq)
i=1 dp(pi)

n(Pq)
. (18)

nr(Pq) is the reduced number of primary particles calculated to account for the
reduction in size due to sintering events:

nr(Pq) =
S(Pq)

3

36πV (Pq)2
, (19)

S(Pq) and V (Pq) are calculated using (15) and (14) respectively.

• Si:O ratio: The total number of Si, O and OH units in a single particle can be cal-
culated by summing the respective properties over all the primaries in the particle.
Thus, at a given time,

ηx(Pq) =

n(Pq)∑
i=1

ηx(pi), (20)

where ηx(Pq) is the number of chemical units of type x in particle Pq, x ∈ {Si,O,OH}.
The Si:O ratio at a given time in a single particle Pq is then given by:

Si:O(Pq) =
ηSi(Pq)

ηO(Pq) + ηOH(Pq)
. (21)

2.2.2 Particle processes

Different particle processes are responsible for changing the state space of the particle
ensemble. This subsection describes these processes, their rates and how they transform
the type of the particle.

Inception: The collision of two molecules in the gas phase introduces a new particle into
the system consisting of one primary. An inception event is represented in Fig. 1.

An inception event increases the number of particles in the system, N ← N + 1.

molecule + molecule→ PN(p1,C) (22)

The initial state of the constituent primary particle (p1) is given by:

p1 = p1(ηSi = 2, ηO = 1, ηOH = 6). (23)
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Figure 1: Inception of primary particles from gas-phase monomers.

The rate of inception Rinc is calculated for each particle (Pq) using the free molec-
ular kernel as:

Rinc(Pq) =
1

2
K fmNA

2C2
Si(OH)4 , (24)

CSi(OH)4 is the gas-phase concentration of the incepting species Si(OH)4 (see §2.1)
and K fm is the free molecular regime coagulation kernel given by:

K fm = 4

√
πkBT

mg
(d2

g), (25)

where, kB is the Boltzmann constant, T is the system temperature,mg and dg are the
mass and diameter of the gas-phase molecule Si(OH)4 respectively calculated from
quantum chemistry calculations [18]. The gas-phase concentration of Si(OH)4 is
correspondingly adjusted with each inception reaction as:

∆incCSi(OH)4 = − 2

NAVsmpl
, (26)

Each inception reaction also results in the release of one water molecule which is
accounted for using the equation:

∆incCH2O =
1

NAVsmpl
, (27)

where ∆incCSi(OH)4 and ∆incCH2O are the change in the concentration of Si(OH)4

and H2O due to inception respectively and Vsmpl is the system sampling volume
described in (72).

Surface Reaction: Surface reactions happen when one –OH group from gas phase monomer
reacts with an –OH site on the particle removing one water molecule as shown in
Fig. 2. In this process, one –OH site is decreased and three new –OH sites are
added.

The surface reaction is the reaction of a gas-phase molecule (Si(OH)4) on an –OH
site on the particle Pq described by:

Pq + molecule→ Pq(p1, ., pi
′, .., pn(Pq),C

′). (28)
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Figure 2: Surface reaction between a particle and a gas-phase molecule.

Primary pi of particle Pq is uniformly selected and is tranformed as:

pi → p′i = pi(ηSi + 1, ηO + 1, ηOH + 2). (29)

Rounding due to surface reaction: Surface reaction also alters the sintering matrix (C→
C′) in the following way. If a gas phase monomer reacts on the surface of a particle
it changes its mass and volume. The change in volume results in the change in net
common surface area of the primary particle pi with all its neighbouring primaries.
This change is given by:

∆s(pi) = (v(pi
′)− v(pi))

2σ

dp(pi)
. (30)

σ is the surface smoothing factor such that 0 ≤ σ ≤ 2 [21].

The corresponding change in C′ is given by:

C ′ij =

{
0, if pi and pj are non-neighbouring ,
Cij + ∆s(pi), if pi and pj are neighbouring.

(31)

Thus, for one surface reaction event on primary pi of particle Pq, the row i and the
column i of C are altered.

The rate of surface particle reaction (Rsurf) for each particle (Pq) is calculated by
using a reaction rate equation of Arrhenius form. The rate of reactive collisions
takes the form:

Rsurf(Pq) = Asurf exp

(
− Ea

RT

)
ηOH(Pq)NACSi(OH)4 (32)

where Asurf is the reaction pre-exponential factor (currently set to collision-limit,
i.e., 1 × 1013), Ea is the activation energy for a dehydration reaction between two
–OH sites (currently set to 0) and T is the system temperature. CSi(OH)4 is the gas-
phase concentration and ηOH(Pq) is the total number of –OH sites on particle Pq and
is give by

∑n(Pq)
i=1 ηOH(pi).

The gas-phase concentration of Si(OH)4 is adjusted for each surface reaction as:

∆surfCSi(OH)4 = − 1

NAVsmpl
, (33)
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The corresponding change in concentration of H2O due to surface reaction is calcu-
lated as:

∆surfCH2O =
1

NAVsmpl
. (34)

Coagulation: Coagulation occurs when two particles stick to each other and assume a
point contact. The coagulation of particles Pq and Pr is implemented as follows in
the model:

Pq(p1, . . . , pn(Pq),C) + Pr(p1, . . . , pn(Pr),C)→ Ps(p1, . . . , pn(Pq), p(n(Pq)+1), . . .

. . . , pn(Pq)+n(Pr),C).

It is assumed that a primary particle pi from Pq and a primary particle pj from Pr
are in point contact, i.e., Pq and Pr stick to each other at the contact point of pi and
pj . The primaries pi and pj are uniformly selected. The matrix C(Ps) is calculated
accordingly as:

C(Ps) =



...
C(Pq) · · · Cij · · ·

...
...

. . . Cji . . . C(Pr)
...

 (35)

where, C(Ps) is the connectivity matrix belonging to particle Ps with dimension
n(Ps)× n(Ps), n(Ps) = n(Pq) + n(Pr) and Cij = s(pi) + s(pj).

The rate of coagulation between two particles Pq and Pr is given by the transition
coagulation kernel:

K tr(Pq, Pr) =
Ksf(Pq, Pr)K

fm(Pq, Pr)

Ksf(Pq, Pr) +K fm(Pq, Pr)
, (36)

where the slip-flow kernel Ksf(Pq, Pr) is given by:

Ksf(Pq, Pr) =
2kBT

3µ

(
1 + 1.257Kn(Pq)

dc(Pq)
+

1 + 1.257Kn(Pr)

dc(Pr)

)
(dc(Pq) + dc(Pr)),

(37)

where µ is the viscosity of gas-phase, dc is the collision diameter of a particle and
Kn(Pq) and Kn(Pr) are the Knudsen numbers of particles Pq and Pr, which is
defined for a particle Pq as:

Kn(Pq) = 4.74× 10−8 T

Pdc(Pq)
. (38)

T and P are the system pressure and temperature respectively.
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The free molecular collision kernel is defined by:

K fm(Pq, Pr) = 2.2

√
πkBT

2

(
1

m(Pq)
+

1

m(Pr)

) 1
2

(dc(Pq) + dc(Pr))
2 , (39)

where m(Pq) and m(Pr) are masses of particles Pq and Pr respectively. Note that
coagulation occurs between two particles and is thus a non-linear process.

Sintering: The sintering process is studied using the viscous-flow model in which it is
assumed that the excess agglomerate surface area over that of a spherical particle
with the same mass decays exponentially. A sintering step reduces the surface area
of a particle as shown in Fig. 3.

pi

pj

pi

pj pk

No Sintering Partial Sintering Complete Sintering

Reaction at the neck

Figure 3: Evolution of sintering process with time.

In the current model sintering happens between two neighbouring primaries pi and
pj of a single particle Pq. The rate of sintering between two primaries pi and pj is
equivalent to the rate of change of their common surface ∆Cij after a time interval
∆t.

∆Cij
∆t

= − 1

τs(pi, pj)
(Cij − Ssph(pi, pj)), (40)

where Cij is the net common surface of primaries pi and pj and Ssph(pi, pj) is the
surface area of a sphere with the same volume as the two primaries (defined in (43)).

τs(pi, pj) is the characteristic sintering time of pi and pj and is calculated using the
formula of Tsantilis et al. [26] as:

τs(pi, pj) = As × dp(pi, pj)× exp

(
Es

T

(
1− dp,crit

dp(pi, pj)

))
, (41)

where dp(pi, pj) is the minimum diameter of the two neighbouring primaries pi and
pj . dp,crit is the critical diameter below which the primaries are assumed to be liquid
like (i.e., the sintering is instantaneous). The sintering parameters As, Es and dp,crit
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are the free parameters in this model, and have been determined by fitting the model
to experimental values of Seto et al. [22] in [24].

A sintering level s(pi, pj) is defined to represent the degree of sintering between
two primaries pi and pj as:

s(pi, pj) =

Ssph(pi,pj)

Cij
− 2−

1
3

1− 2−
1
3

. (42)

Ssph(pi, pj) is the surface area of a sphere with the same volume as that of primaries
pi and pj:

Ssph(pi, pj) = 3
√
π[6 (v(pi) + v(pj))]

2
3 (43)

Note that (0 ≤ s(pi, pj) ≤ 1) for all primaries; for a detailed derivation refer to §A
. It is assumed that two primaries pi and pj are completely sintered if the sintering
level s(pi, pj) is greater than 0.95. The type of particle Pq can conditionally change
depending on the value of s(pi, pj).

Pq(p1, . . . , pn(Pq),C)→
{
Pq(p1, .., p

′
i, p
′
j, .., pn(Pq),C

′), if s(pi, pj) < 0.95 ,

Pq(p1, .., p
′′
k, .., pn(Pq),C

′′), if s(pi, pj) ≥ 0.95.

(44)

• Case 1: s(pi,pj) < 0.95: If the primaries pi and pj are not fully sintered,
then their surface areas are reduced by a finite amount due to sintering. It
is assumed that as the net surface of two particles decreases due to sintering
and the contact surface increases, all the –OH sites at the contact surface react
to form Si–O–Si bonds. The reaction between two –OH sites results in the
creation of a free O unit and the removal of a water molecule as shown in
Fig. 4.
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Figure 4: Reaction due to sintering between primary particles pi and pj resulting in removal of
two water molecules

The surface density of active sites on a particle Pq is calculated by ρs(Pq) =
ηOH(Pq)/S(Pq) and is assumed to be constant throughout the process of sin-
tering. The effect of the change of surface is thus reflected in the change of
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internal variables of the primaries as given by (45), (46) and (47):

∆ηOH(pi) = ∆ηOH(pj) = bρs(Pq)∆Cij/2c, (45)

Since the consumption of two OH units leads to the formation of one O unit,
the change in number of O units is given by:

∆ηO(pi) = ∆ηO(pj) = −b∆ηOH(pi)/2c. (46)

The number of Si sites is invariant under the sintering process:

∆ηSi(pi) = ∆ηSi(pj) = 0. (47)

The change in type space is now given by:

Pq(p1, . . . , pn(Pq),C)→ Pq(p1, .., p
′
i, p
′
j, .., pn(Pq),C

′), (48)

where
p′i = pi(ηSi, ηO −∆ηO(pi), ηOH −∆ηOH(pi)), (49)

p′j = pj(ηSi, ηO −∆ηO(pj), ηOH −∆ηOH(pj)). (50)

The matrix element C ′ij is given by:

C ′ij = Cij −
∆t

τ(pi, pj)
(Cij − Ssph(pi, pj)) . (51)

• Case 2: s(pi,pj) ≥ 0.95 : In this case the two primary particles pi and pj are
considered to be completely sintered. This is accounted for in the model by
replacing the neighbouring primary particles pi and pj by a new primary p′′k.
The change in type space is now given by:

Pq(p1, . . . , pn(Pq),C)→ Pq(p1, .., p
′′
k, .., pn(Pq),C

′′). (52)

The new primary p′′k is given by:

p′′k = p′′k (ηSi(pi) + ηSi(pj), ηO(pi) + ηO(pj), ηOH(pi) + ηOH(pj)) . (53)

The square matrix C is changed by removing columns and rows i and j:

0 · · · 0 · · · 0 · · · 0
... . . . ...

...
...

...
...

Ci1 · · · 0 · · · 0 · · · 0

... . . . ... . . . ...
...

...
Cj1 · · · · · · · · · 0 · · · 0

...
...

...
...

... . . . ...
Cn(Pq)1 · · · Cn(Pq)i · · · Cn(Pq)j · · · 0


, (54)
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followed by adding a new column and row k, to store the common surface of
the new merged primary pk and its neighbours:

C′′ =


0 · · · 0 · · · 0
... . . . ...

...
...

C ′′k1 · · · 0 · · · 0
...

...
... . . . ...

C(n(Pq)−1)1 · · · C ′′(n(Pq)−1)k · · · 0

 . (55)

The equations above describe sintering between only neighbouring primaries pi
and pj , however, at every time interval (∆t), sintering is calculated between all
neighbouring primaries within a particle and Cij and s(pi, pj) updated.

Sintering results in the release of water molecules as shown in Fig. 4. The reaction
of two –OH groups results in the formation of one H2O molecule. The gas-phase
concentration of water is therefore adjusted after sintering as:

∆sintCH2O = −
∑N

q=1 ∆sintηOH(Pq)/2

NAVsmpl
, (56)

where ∆sintηOH(Pq) =
∑n(Pq)

i=1 ∆ηOH(pi) is the change in the number of –OH units
in particle Pq resulting from sintering.

Intra-particle reaction: This process results in the reduction of –OH units in the parti-
cle. To attain a stoichiometric ratio of Si:O of 1:2, the number of –OH sites in the
particles should be minimised to zero. A typical one step intra-particle reaction is
given in Fig. 5.
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Si
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Figure 5: Intra-particle reaction.

A single intra-particle reaction alters the type space of particle Pq as:

Pq(p1, .., pi, .., pn(Pq),C)→ Pq(p1, .., p
′
i, .., pn(Pq),C). (57)

A primary particle pi of particle Pq is uniformly selected and transformed as:

pi → p′i = pi(ηSi, ηO + 1, ηOH − 2). (58)

C is assumed to be constant during an intra-particle reaction. It is assumed that
the removal of one water molecule does not alter the mass (and hence diameter) of
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the primary by a large amount, and thus its common surface with other primaries
remains unchanged.

The rate of intra-particle reaction is calculated for each particle Pq such that the
Si:O ratio in the particle is always 1:2. This gives:

Rint(Pq) = Asurf exp

(
− Ea

RT

)
ηOH(Pq)NACSi(OH)4−

ρs(Pq)

2

n(Pq)∑
i,j=1

Cij − Ssph(pi, pj)

τ(pi, pj)

 ,
(59)

where, ηOH(Pq) is the number of OH units in particle Pq, ρs(Pq) = ηOH(Pq)/S(Pq)
is the surface density of active sites. Asurf and Ea are rate parameters of surface
reaction defined in §2.2.2, NA and CSi(OH)4 are the Avogadro constant and the gas-
phase concentration of Si(OH)4 respectively. Cij is the net common surface area of
primaries pi and pj (§2.2.2). For a detailed derivation of (59), refer to §A.

The change in the gas-phase concentration of water due to an intra-particle reaction
event is given by:

∆intCH2O =
1

NAVsmpl
. (60)

2.3 Algorithm

2.3.1 Operator Splitting

From (24), (32) and (59), it is apparent that the rates of certain particle processes depend
on the concentration of the gas-phase precursor Si(OH)4. The particle processes, in turn,
lead to the alteration of the gas-phase by consuming Si(OH)4 ((26) and (33)) and by
releasing H2O (( 27), (34), (56) and (60)). The gas-phase chemistry and the particle
processes are thus inherently coupled. In order to realise this coupling, an Operator-
Splitting technique, developed by Celnik et al. [2] is used.

The state of the system (Q) at any time consists of two components.

1. The first component (Q1) contains the concentration of the chemical species:

Q1 = {Ck : k ∈ {1, . . . , Ng}}, (61)

where Ck is the gas-phase concentration of the kth species and Ng is the number of
gas-phase species.

2. The second component (Q2) is the stochastic particle system:

Q2 = {Pq : q ∈ {1, . . . , N}}, (62)

where Pq is the qth particle in the system (7) and N is the total number of particles
in the system.
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The operator G represents the effects of gas-phase chemical reactions on the system and
the operator P indicates the effects of the particle processes on the system. This is written
as:

d

dt

(
Q1

Q2

)
=

(
G1 (Q1)
G2 (Q1, Q2)

)
+

(
P1 (Q1, Q2)
P2 (Q1, Q2)

)
, (63)

where subscripts 1 and 2 denote gas-phase and particle-phase respectively.

• G1 is the gas-phase operator operating on the gas-phase chemical mechanism and is
given by:

G1(Ck) = ṁk(Ck, T )− γ(Ck, T )Ck, (64)

where Ck and ṁk are the gas-phase concentration and the molar production rate of
the kth species. T is the temperature of the system and γ is the rate of gas-phase
expansion calculated in (6).

• G2 indicates the change to the particle ensemble due to gas-phase processes. For a
constant pressure system this describes the expansion of gas and hence a decrease
in particle number density.

G2(Q1, Q2) = −γ(Ck, T )Q2 (65)

• P1 is the change to the gas-phase chemistry due to particle processes:

P1(Q1, Q2) = ġk(Q1, Q2), (66)

where ġk is the molar rate of production of species k due to particle processes. In
the current work, the particle processes alter the gas-phase concentrations of two
chemical species, namely, Si(OH)4 and H2O. The rates of production of these two
species are calculated as follows.

In a time interval ∆t, let the number of inception, surface reaction and intra-particle
reactions in the ensemble are given by Ninc, Nsurf and Nint respectively. Using (26)
and (33), the molar rate of production of Si(OH)4 is given by:

ġSi(OH)4 = −2Ninc +Nsurf

NAVsmpl∆t
. (67)

Correspondingly, the molar rate of production of H2O is calculated using (27), (34),
(56) and (60).

ġH2O =
Ninc +Nsurf +Nint −

∑N
q=1 ∆sintηOH(Pq)/2

NAVsmpl∆t
. (68)

Here, ∆sintηOH(Pq) is the change in the number of –OH units in particle Pq in time
∆t due to sintering.
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• P2 is the change to the particle ensemble due to particle processes and is given by:

P2(Q1, Q2) = I(Q1, Q2) +K(Q2) +S(Q1, Q2) +Z(Q1, Q2) +X (Q1, Q2), (69)

where I, K, S, Z and X are the inception, coagulation, surface reaction, sinter-
ing and intra-particle reaction operators respectively, details of which are given in
§2.2.2.

The gas-phase chemistry is solved using an ODE solver and the population balance equa-
tions are solved using Algorithm 2. The batch reactor system considered in this work is
an initial value problem and a forward time stepping algorithm is used. The solution at
time ti is given by (Q1,i, Q2,i). Using an operator splitting over this time step, it can be
solved in two stages: first using the ODE solver and then using the population balance
solver. In the current work, splitting is further refined using the method of Strang [25].
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The algorithm for performing the operator splitting is described in Algorithm 1.

Input: State of the system Q0 = Q1,0 +Q2,0 at initial time t0; Final time tf .
Output: State of the system Qf at final time tf.
ti ←− t0, Qi ←− Q0;
while ti < tf do

Integrate over time interval [ti, ti + h
2 ] (using an ODE solver)

d

dt

(
Q1

1

Q1
2

)
=

(
G1

(
Q1

1

)
G2

(
Q1

1, Q
1
2

))
with initial conditions (

Q1
1(ti)

Q1
2(ti)

)
=

(
Q1,i

Q2,i

)
.

Solve (using Algorithm 2) over time interval [ti, ti + h]

d

dt

(
Q2

1

Q2
2

)
=

(
P1

(
Q2

1, Q
2
2

)
P2

(
Q2

1, Q
2
2

))
with initial conditions (

Q2
1(ti)

Q2
2(ti)

)
=

(
Q1

1(ti + h
2 )

Q1
2(ti + h

2 )

)
Integrate over time interval [ti + h

2 , ti + h] (using an ODE solver)

d

dt

(
Q3

1

Q3
2

)
=

(
G1

(
Q3

1

)
G2

(
Q3

1, Q
3
2

))
with initial conditions (

Q3
1(ti)

Q3
2(ti)

)
=

(
Q2

1(ti + h)
Q2

2(ti + h)

)
Assign solution at ti+1 = ti + h(

Q1,i+1

Q2,i+1

)
←
(
Q3

1(ti + h)
Q3

2(ti + h)

)
i←− i+ 1 ;

Algorithm 1: The Operator Splitting algorithm.

2.3.2 Particle doubling and contraction

The population balance solver developed in this work uses a variable size particle ensem-
ble leading to two problematic situations: first, attempting to add a particle when there is
insufficient space and second, removing particles until no particles remain. A contraction
algorithm is used to solve the first problem whereby, once the ensemble capacity is sat-
urated, a particle is uniformly selected from the ensemble and discarded. The ensemble
scaling factor is updated accordingly. The second problem is corrected using a particle
doubling algorithm [20]. Once the particle count reaches half of the maximum, the par-
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ticles are copied and the sample volume is doubled in order to allow the maintenance of
a statistically significant number of particles in the system and avoid gelation of particles
into a few big particles. The maximum number of stochastic particles in the system is
defined (Nsp) and the actual particle count lies in the range of [1

2
Nsp, Nsp] except at early

times. The time profile of the ensemble particle count for Nsp = 131072 and L = 1 is
given in Figure 6. The spikes in the plot are indicative of the doubling algorithm.
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Figure 6: Time profile of the ensemble particle count for Nsp = 131072 and L = 1. The spikes in
the plot are indicative of the particle doubling algorithm.

2.3.3 Direct Simulation Monte Carlo algorithm

The current work uses a Monte Carlo algorithm to solve the particle population balance
equations described in §2.2.2, but with various enhancements to improve efficiency. Al-
gorithm 2 describes the direct simulation Monte Carlo algorithm (DSMC) used in the
current work. The computation speed for performing coagulation processes is enhanced
by using the technique of fictitious jumps by introducing an appropriate majorant kernel
as proposed by Eibeck and Wagner [5]. The choice of the majorant kernel used for the
current work has been discussed in detail by Patterson et al. [17].
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Input: Initial state of the system Q0 at time t0; Final time tf.
Output: State of the system Qf at final time tf.
t←− t0, Q←− Q0;
while t < tf do

Calculate an exponentially distributed waiting time τ with parameter Rtot(Q):

Rtot(Q) = Rinc(Q) +Rcoag(Q) +Rsurf(Q) +Rint(Q)

where Rinc(Q), Rcoag(Q), Rsurf(Q) and Rint(Q) are given by (24), (36), (32) and
(59) respectively.
Choose a process m with probability

P (m) =
Rm(Q)

Rtot(Q)

where Rm is the rate of the process m, with m ∈ {inc, coag, surf, int}.
if m = inc then

Perform inception by adding a new particle PN to the ensemble:

PN (p1(ηSi = 2, ηO = 1, ηOH = 6),C).

Update CSi(OH)4 and CH2O using (26) and (27).
if N > Nsp then

Uniformly select and remove a particle from the ensemble.

else if m = coag then
Uniformly select two particles Pq and Pr.
With a probability K tr(Pq, Pr)/K̂(Pq, Pr) perform coagulation as:

Pq + Pr → Ps(p1, ..., pn(Pq), p(n(Pq)+1), ..., pn(Pq)+n(Pr),C).

where K̂(Pq, Pr) = Kfm(Pq, Pr) is the majorant kernel; Kfm(Pq, Pr) is the
free-molecular kernel (39) and K tr(Pq, Pr) is the transition kernel (36).
if N < (0.5×Nsp) then

Double the ensemble and adjust sampling volume.

else if m = surf then
Uniformly select a particle Pq.
Perform surface reaction on a uniformly selected primary pi of the particle as:

Pq → Pq(p1, ., pi(ηSi + 1, ηO + 1, ηOH + 2), .., pn(Pq),C
′).

Update CSi(OH)4 and CH2O using (33) and (34).
else

Uniformly select a particle Pq.
Perform intra-particle reaction on a uniformly selected primary pi of the particle
as:

Pq → Pq(p1, .., pi(ηSi, ηO + 1, ηOH − 2), .., pn(Pq),C).

Update CH2O using (60).
Update sintering level of all particles using (40).
Update CH2O using (56).
Increment t←− t+ τ .

Algorithm 2: The Direct Simulation Monte Carlo algorithm.
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3 Numerical studies

In this section, we present a detailed numerical study of the model described in §2. The
state of the stochastic particle system Q2 at time t is described by:

Q2(t) =
(
x1(t), . . . , xN(t)(t)

)
, (70)

whereN(t) is the number of computational particles in the system and each xi is a random
process. For an equally weighted particle system, there is a constant scaling between
computational particles in the ensemble N(t) and real particles in the physical system.
The particle number density f(t, x) is approximated as a sum of discrete measures:

f(t, x)dx ∼ 1

Vsmpl

N(t)∑
j=1

δxj(t)(dx), (71)

where the normalisation parameter Vsmpl is the sampling volume which is chosen to ensure
that the maximum possible number of stochastic particles lie within the sampling space:

Vsmpl =
Nsp

Mmax
0

, (72)

where Nsp is the numerical parameter that bounds the number of computational particles
in the system and Mmax

0 is a user-defined quantity which is set to the maximum particle
number density expected to occur in the simulation. It is important to choose the value
of the parameter Mmax

0 carefully in order to ensure that the number of particle doublings
and contractions is minimal, giving statistically meaningful results with minimal compu-
tational cost.

3.1 Numerical parameters

The numerical convergence of the algorithm was investigated by solving a test system
with different numerical parameters such as:

(i) Numerical parameter that determines the number of computational particles in the
system (Nsp);

(ii) Number of runs (L);

(iii) Splitting time-step (∆ts).

The test system is described below. In this section, we study the convergence of a number
of macroscopic properties with respect to Nsp in detail (keeping Nsp × L constant). We
also investigate briefly, the convergence behaviour of certain important functionals with
respect to the splitting time step (∆ts).
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Test Case

A simple test case was created in order to perform the numerical convergence studies.
A zero-dimensional batch reactor was simulated with 250 ppm of the initial precursor
(TEOS) in an inert gas (N2). The temperature was assumed to be constant at 900 ◦C and
the pressure was set to 1 atm. No particles were present in the reactor initially. The reactor
residence time tf was 0.8 s.

3.2 Error calculations

Typical macroscopic quantities of the system such as moments, collision diameter etc. are
of the form

F (t) =

∫ ∞
0

ϕ(x)f(t, x)dx,

which are approximated (as Nsp →∞) by the random variable

ξNsp(t) =
1

Vsmpl

N(t)∑
i=1

ϕ(xi(t)). (73)

In order to estimate the expectation and fluctuation of (73), we generate a number L of in-
dependent ensembles of particles, with corresponding random variables ξ(Nsp,1)(t), . . . , ξ(Nsp,L)(t).

The empirical mean at time t is given by:

µ
(Nsp,L)
1 (t) =

1

L

L∑
l=1

ξ(Nsp,l)(t). (74)

The variance
(
Var
(
ξ(Nsp,L)(t)

))
is given by:

µ
(Nsp,L)
2 (t) =

1

L

L∑
l=1

ξ(Nsp,l)(t)2 − µ(Nsp,L)
1 (t)

2
. (75)

Here, ξ(Nsp,l)(t), µ(Nsp,l)
1 (t) and µ

(Nsp,l)
2 (t) denote the values of the property, its empiri-

cal mean and its empirical variance at time t for Nsp computational particles during run
number l.

The confidence interval for µ(Nsp,L)
1 (t) is calculated using the central limit theorem:

cP = aP

√
µ

(Nsp,L)
2 (t)

L
. (76)

This gives a probabilistic upper bound for the statistical error. The value of aP is obtained
from standard normal distribution tables. In our case, we choose a 99.9% confidence inter-
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val, for which aP = 3.29. The confidence interval IP within which there is a probability
P of finding the true solution is then given by:

IP =
[
µ

(Nsp,L)
1 (t)− cP , µ(Nsp,L)

1 (t) + cP

]
. (77)

The error e is then estimated as:

e(Nsp,L)(t) =
∣∣∣µ(Nsp,L)

1 (t)− ζ(t)
∣∣∣ , (78)

where, ζ(t) is an approximation for the true solution which is obtained from a “high-
precision calculation” with a very large number of particles, in our case N = 131072
(217) and L = 10. The average error is computed over the entire residence time as:

ē(Nsp, L) =
1

M

M∑
j=1

e(Nsp,L)(tj), (79)

where the M time steps tj are equidistant.

Correspondingly, the relative error er is calculated using:

e(Nsp,L)
r (t) =

∣∣∣µ(Nsp,L)
1 (t)− ζ(t)

∣∣∣
ζ(t)

. (80)

This quantity is averaged over the entire residence time to give the average relative error
as:

ēr(Nsp, L) =
1

M

M∑
j=1

e(Nsp,L)
r (tj). (81)

The error in a quantity ξ calculated at time t using a splitting time step ∆ts (keeping Nsp

and L constant) is given by:

es
∆ts(t) =

∣∣ξ∆ts(t)− ζ ′(t)
∣∣ , (82)

where ζ ′(t) is a “high-precision solution” calculated with a small value of ∆ts = 2.5 µs.
The average error computed over the entire residence time is:

ēs
∆ts(t) =

1

M

M∑
j=1

es
∆ts(tj), (83)

where the M time steps tj are equidistant.
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Figure 7: Convergence of the zeroth moment (Nsp × L = 131072).

3.3 Numerical Results

3.3.1 Convergence with respect to Nsp

In this section, we analyse the convergence behaviour of three key functionals: the zeroth
momentM0, the ensemble volume fraction Fv and the collision diameterDc. Additionally,
the level of detail provided by this model enables us to study a number of previously
intractable properties.

Using (71), various properties of the particle ensemble can be calculated. The conver-
gence studies reported in this section are performed by varying the values of Nsp and L
whilst keeping their product constant at 131072 (217). The splitting time step ∆ts is held
at a constant value of 25 µs, which was determined to be sufficiently small to obtain a rea-
sonably converged solution (i.e., halving the splitting time step has no significant impact
on the error. See §3.3.4).

Zeroth moment : The zeroth moment (M0) of the system is the particle number density:

M0(t) =
N(t)

Vsmpl

, (84)

where N(t) is the number of computational particles in the system and Vsmpl is the
sampling volume. The particle number density is altered by the creation of new
particles in the system (by inception) or by the removal of particles from the system
(by coagulation). The average error in M0 calculated using (81) is presented in
Fig. 7a. The solid line indicates a slope of -1. The time profiles of M0 for different
values of Nsp and L are shown in Fig. 7b.

Volume-fraction (Fv) : The average volume-fraction of the particle ensemble (i.e., the
fraction of the control volume occupied by the particle phase) gives the first moment
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Figure 8: Convergence of volume-fraction (Nsp × L = 131072).

of the ensemble. This is calculated using:

Fv(t) =
1

Vsmpl

N(t)∑
q=1

V (Pq(t)), (85)

where V (Pq) is the volume of particle Pq calculated from its chemical composition
using (14), N(t) is the number of particles in the system and Vsmpl is the sampling
volume. Fig. 8a depicts the average error in Fv calculated using (81). In Fig. 8b,
the time profile of Fv for different values of Nsp and L indicates that the particle
volume fraction increases for the first 0.1 s in the reactor and then stays constant.
This highlights the fast conversion of gas-phase species into particle-phase which
is attained in the first 0.1 s. The concentration of gas-phase species is discussed in
more detail in §3.3.2.

Average Collision Diameter (Dc) : The average collision diameter of the particle en-
semble is calculated using:

Dc(t) =
1

N(t)

N(t)∑
q=1

dc(Pq(t)) (86)

where dc(Pq) is the collision diameter of particle Pq calculated using (17). This
property is often of importance for many size-sensitive industrial applications such
as catalysis, support material and biomedical applications [24]. Fig. 9a and Fig. 9b
depict the average error in Dc(t) (calculated using (81)) at different values of Nsp

and the time profile of Dc(t) for different values of Nsp and L respectively. The
average collision diameter is seen to increase with time indicating higher degrees
of aggregation.

26



10
1

10
2

10
3

10
4

10
5

10
6

10
−1

10
0

10
1

Nsp

ē
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Figure 9: Convergence of average collision diameter (Nsp × L = 131072).

Other Functionals: In order to understand the complicated model developed in this work,
it is useful to study the numerical behaviour of many functionals. Table 1 lists
the details of various functionals whose numerical behaviours have been observed.
Figs. 10a-13a report the averaged values of these functionals in the ensemble at
final time tf = 0.8 s at different values of Nsp. Correspondingly, the time evolution
of these quantities with 99.9% confidence interval for the reactor residence time of
0.8 s are depicted in Figs. 10b-13b.

It is evident from Fig. 13b that the level of sintering exhibits a monotone decreasing
trend after about 0.1 s. This can be attributed to the fact that, with time, the particles
become more aggregated (as confirmed by the increasing collision diameter and
average number of primaries per particle in Figs. 9b and 10b respectively) which
leads to a reduction in the average sintering level of the ensemble.

The averaged values of all functionals are observed to converge to a stable value
as the numerical parameter Nsp in the simulation is increased. It is also observed
that different properties show varied rates of convergence. The relative convergence
speeds of different functionals is further discussed in §3.3.3.

The complexity of the type space in the current model enables us to track function-
als conditioned on the basis of certain values of other functionals. In Fig. 14a, the
particle ensemble is divided into three size classes based on the collision diameter
(dc) of the particle as: small (dc ∈ (0, 50) nm), medium (dc ∈ [50, 200) nm) and
large (dc ≥ 200 nm) particles, and the relative error at final time er(tf) in sintering
level for different values of the numerical parameter Nsp is plotted for each of these
size classes. Similarly, in Fig. 14b the particle ensemble is divided into three differ-
ent size classes based on the number of primaries per particle and the relative error
at final time er(tf) in the stoichiometric ratio of Si:O calculated for different values
of Nsp. The fraction of particles that are present in each size class (fN ) is also de-
picted. It is hypothesised that the difference in error for different classes arises due
to the number of particles present in each size class.
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Table 1: Study of convergence behaviour of various functionals. Note that N(t) is the number of
computational particles in the ensemble at time t.

Functional Formula Reference
(Averaged value) figures

Primaries per particle n̄(t) = 1
N(t)

∑N(t)
q=1 n(Pq(t)) 10a, 10b

n(Pq) : Number of primaries in particle Pq (7)

Primary particle diameter d̄p(t) = 1
N(t)

∑N(t)
q=1 dp,avg(Pq(t)) 11a, 11b

dp,avg(Pq) : Primary diameter of particle Pq (18)

Si:O stoichiometric ratio Si:O(t) = 1
N(t)

∑N(t)
q=1 Si:O(Pq(t)) 12a, 12b

Si:O(Pq) : Si:O ratio of particle Pq (21)

Sintering level s̄(t) = 1
N(t)

∑N(t)
q=1 savg(Pq(t)) 13a, 13b

savg(Pq) : Sintering level of particle Pq (16)
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Figure 10: Convergence behaviour of average number of primaries per particle in the ensemble
for different values of Nsp.
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(b) Time evolution of d̄p (see Table 1) with 99.9% con-
fidence intervals.

Figure 11: Convergence behaviour of average primary particle diameter of the ensemble for dif-
ferent values of Nsp.
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Figure 12: Convergence behaviour of average stoichiometric Si:O ratio of the ensemble for dif-
ferent values of Nsp.
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Figure 13: Convergence behaviour of average sintering level of the ensemble for different values
of Nsp.

3.3.2 Rates and jump events

As discussed in §2.2.2, the current model incorporates four jump processes: (i) Inception,
(ii) Surface Reaction, (iii) Intra-particle Reaction and (iv) Coagulation. (Note: Sintering
is described as a continuous process). A jump process m occurs with a probability given
by:

P (m) =
Rm(t)

Rtot(t)
, (87)

where Rm(t) is the rate of process m at time t, m ∈ {inc, coag, surf, int} and Rtot(t) is the
total rate of all jump processes calculated as:

Rtot(t) = Rinc(t) +Rcoag(t) +Rsurf(t) +Rint(t), (88)

where the rates of individual processes at time t are given by (24), (36), (32) and (59).

The normalised frequency with which each type of jump event occurs is given by:

NN(m) =
Nm(t)

Ntot(t)
, (89)

where Nm(t) is the number of events of process m in a time-interval [t − τ, t] (τ is the
waiting time), and Ntot(t) is the total number of all jump processes occurring in a time-
interval [t− τ, t]:

Ntot(t) = Ninc(t) +Ncoag(t) +Nsurf(t) +Nint(t). (90)
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Figure 14: Error in functionals conditioned on certain classes of values of another functional.
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Figure 15: Rates and jumps of inception events for the first 0.25 s.

The quantity (89) is compared to the probability calculated from (87). Figs. 15a-18a de-
pict the probability of the occurrence of a jump event calculated from rates P (m) and the
normalised frequency of each event NN(m). Figs. 15b-18b present the absolute number
of jump events normalised by the numerical parameter Nsp.

The probabilities of inception, surface reaction and intra-particle reaction decrease signif-
icantly after a short time of about 0.2 s. The reason for this is the dependence of these
rates on the gas phase precursor concentration CSi(OH)4 as is evident from (24), (32) and
(59). To analyse the behaviour of these rates, it is therefore important to study the the
concentration of the gas-phase precursor.

The time profile of the gas-phase precursor (Si(OH)4) concentration for the first 0.25 s
is displayed in Fig. 19a for different values of Nsp. The inset in the main figure depicts
the same quantity CSi(OH)4 on a logarithmic scale to highlight the observation that CSi(OH)4
does not entirely decay to zero after 0.1 s, but is present in very low concentrations of
the order 10−15 to 10−20 mol/cm3. Fig. 19b presents the evolution of the concentration of
water (CH2O) for the first 0.25 s. Water is a by-product of all the particle processes (with
the exception of coagulation) and hence its concentration increases with time.

The evolution of Si(OH)4 takes place in three main phases:

(i) In the first phase, the gas-phase reactant TEOS is decomposed into Si(OH)4. This
phase is signified by the spike in the concentration of Si(OH)4.

(ii) After 0.01 s, the Si(OH)4 production process is completed. This is followed by
the consumption of Si(OH)4 by particle processes like inception and surface growth
characterised by a drop in the concentration of Si(OH)4.

(iii) The gas-phase precursor is completely consumed by particle processes after 0.1 s
after which the concentration becomes small.
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Figure 16: Rates and jumps of surface reaction events for the first 0.25 s.
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Figure 17: Rates and jumps of coagulation events for the first 0.25 s.
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Figure 18: Rates and jumps of intra-particle reaction events for the first 0.25 s.
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ent Nsp for the first 0.25 s (Inset:Log-scale).
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Figure 19: Cumulative number of particle jump events for different Nsp.

As shown in Fig. 19a, CSi(OH)4 decays in a relatively short time (≈ 0.1 s). The inception
rate (24) shows a second order dependence on the quantity CSi(OH)4 and therefore shows
immediate response to the decrease in the value of CSi(OH)4 . The surface reaction rate,
however, is also a function of the state space variable ηOH in addition to CSi(OH)4 . After
0.1 s, although the value of CSi(OH)4 is of the order 10−15 mol/cm3, the value of ηOH is
sufficiently high to result in a significant value of surface reaction rate until about 0.2 s.
The quantity (32) thus shows a delayed response to the value of CSi(OH)4 .

It is inferred from Figs. 15a-18a that as the number of stochastic particles (Nsp) is in-
creased, the normalised frequencies and probabilities calculated using rates converge to
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each other. The absolute number of jump events (Figs. 15b-18b) are also observed to
converge with increasing values of Nsp.

3.3.3 Computational Efficiency

The simulation computational times (CT) for different values of the numerical parame-
ter Nsp are presented in Fig. 20. The computational time is observed to increase with
increasing Nsp.
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Figure 20: Computational times as a function of number of stochastic particles.

The relative convergence speed of different functionals was investigated by comparing
the relative errors (80) as a function of Nsp as depicted in Fig. 21. It is observed that the
zeroth moment M0 was the fastest to converge with a low relative error of 1% attained in
≈ 15 s. Collision diameter Dc converges in ≈ 30 s, whilst the ensemble volume-fraction
Fv is the slowest, taking almost ten times as long as M0 to converge. The study of relative
convergence speeds of different functionals motivates the choice of appropriate values of
the numerical parameters in order to obtain a desired accuracy in a specific functional for
a prescribed computational time.

3.3.4 Convergence with respect to ∆ts

A brief convergence study of three functionals (84), (85) and (86) is performed with re-
spect to the splitting time step to ensure that this was chosen sufficiently small to obtain a
reasonably converged solution. From Fig. 19a, it is observed that the gas-phase reactant
species attains full conversion to particle phase in 0.1 s. The necessity of having a small
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Figure 21: Relative convergence speeds of different functionals.

splitting time step therefore lies in the initial time period when the concentration gradients
are large.

To study the convergence behaviour with respect to ∆ts, we vary the splitting time step for
the first 0.25 s of the reactor residence time. All calculations are performed at sufficiently
high value of Nsp and L to minimise errors.

The time profiles for quantities (84), (85) and (86) for different values of the splitting time
step are given in Fig. 22a, Fig. 22c and Fig. 22e respectively. The corresponding values of
quantity (83) for these functionals are is given in Fig. 22b, Fig. 22d and Fig. 22f. These
functionals are observed to converge rapidly as ∆ts is reduced.

4 Conclusion

This work investigates the numerical aspects of a detailed multivariate population balance
model to study the structure and composition of silica nanoparticles formed from TEOS
by thermal decomposition. A mathematical statement of the model is presented where
each particle is represented in terms of its primary particles and the connectivity between
these primaries. Each primary particle, in turn, is described by its chemical composition
i.e., the number of Si, O and OH groups present within it. The particles transform in
their type space due to different particle processes such as surface reaction, coagulation,
sintering, and intra-particle processes; the rates and transformations associated with these
processes are presented. The algorithms used to solve the population balance equations
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Figure 22: Time evolution and average errors of various functionals for different splitting time
steps.
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and the operator splitting technique to couple the solution of the PBEs with a gas-phase
chemistry solver have been described.

A detailed numerical study of the model has been performed with respect to the numer-
ical parameter that determines the number of computational particles in the system. The
convergence behaviour of various functionals are observed and whilst a fast convergence
order of ∼ 1/Nsp is achieved for the zeroth moment (particle number density), volume-
fraction and collision diameter of the ensemble, the convergence of higher order func-
tionals (for e.g. , sintering level) are observed to be slower. The computational efficiency
of the algorithm has also been reported. Finally, a brief numerical study with respect to
another numerical parameter of the model, the splitting time step, is performed to ensure
the splitting time step was chosen adequately to obtain a converged solution.

The current study presents the mathematical formulation of a novel population balance
model to describe nanoparticle dynamics in an unprecedented level of detail. An elabo-
rate numerical treatment of this model has been explored. The low CPU times indicate
the potential for coupling this model with computational fluid dynamics (CFD) codes to
bridge the gap between micro and macroscopic scales and therefore facilitate the simula-
tion of industrial flow reactors. This work demonstrates the feasibility of using a multidi-
mensional approach to understand complex nanoparticle systems.
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A Appendix

A.1 Derivation of rate of intra-particle reaction.

The chemical units in particle Pq vary with time t. After a time interval of ∆t, the follow-
ing events happen to change the type space of Pq :

1. Let the average number of surface reaction events that occur in ∆t be Nsurf(Pq).

2. Let the average number of intra-particle events that occur in ∆t be Nint(Pq).

3. Let the average number of OH units that are reduced by sintering in time ∆t be
∆sintηOH(Pq).

Using the relevant jumps defined in §2.2.2 associated with each of these processes, we get
the changes in Si,O and OH units of Pq as:

∆ηSi(Pq) = Nsurf,

∆ηO(Pq) = Nsurf +Nint +
∆sintηOH(Pq)

2
,

∆ηOH(Pq) = 2Nsurf − 2Nint −∆sintηOH(Pq).

The total change in O units of the particle is given by the sum of change in free O
units (∆ηO(Pq)) and those in OH units (∆ηOH(Pq)). Thus, ∆ηO,total(Pq) = ∆ηO(Pq) +
∆ηOH(Pq). The ratio of Si to O is thus given by:

∆ηSi(Pq)

∆ηO,total(Pq)
=

Nsurf

3Nsurf −Nint − ∆sintηOH(Pq)

2

. (A.1)

The stochiometric ratio of Si:O in particle Pq has to be 1:2. By assuming the number of
events of each process are much greater than the initial number of Si, O and OH in Pq,
substituting in (A.1) we get,

Nsurf

3Nsurf −Nint − ∆sintηOH(Pq)

2

:=
1

2
(A.2)

=⇒ Nint = Nsurf −
∆sintηOH(Pq)

2
. (A.3)

Dividing (A.3) by ∆t, we get:

Rint = Rsurf −
∆sintηOH(Pq)

2∆t
. (A.4)
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As discussed in §2.2.2, the surface density of OH sites is assumed to be constant through-
out the sintering process. The reduction in surface area due to sintering is thus accompa-
nied by a reduction in the number of OH sites. The change in number of OH in particle
Pq due to sintering is given by:

∆sintηOH(Pq)

2∆t
=
ρs(Pq)

2

∆S(Pq)

∆t
, (A.5)

where ∆S(Pq) is the net change in surface of Pq due to sintering and ρs(Pq) = ηOH(Pq)/S(Pq)
is the surface density of OH sites. Since the change in surface area of Pq is the sum of
change of surface areas of all its constituent primaries, we get:

∆S(Pq)

∆t
=

n(Pq)∑
i,j=1

∆Cij
∆t

. (A.6)

Substituting the value of rate of change of surface (∆Cij/∆t) from (40), we get the overall
rate of intra-particle reaction for particle Pq as:

Rint(Pq) = Asurf exp

(
− Ea

RT

)
ηOH(Pq)NACSi(OH)4 −

ρs(Pq)

2

n(Pq)∑
i,j=1

Cij − Ssph(pi, pj)

τ(pi, pj)

 .
(A.7)

A.2 Bounds for sintering level

Sintering level s(pi, pj) between two primaries pi and pj quantifies the extent of sintering
between them.

s(pi, pj) =

Ssph(pi,pj)

Cij
− 2−

1
3

1− 2−
1
3

. (A.8)

Lower Bound

The lower bound of sintering level is calculated when the two primaries are in point con-
tact. Thus:

Cij = π(dp(pi)
2 + dp(pj)

2) (A.9)

Ssph(pi, pj) is the surface area of a sphere with the same volume as that of primaries pi
and pj .

Ssph(pi, pj) = π(dp(pi)
3 + dp(pj)

3)
2
3 (A.10)
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dp(pi) and dp(pj) are the diameters of primary particles pi and pj .

s(pi, pj)
LB =

π(dp(pi)
3+dp(pj)3)

2
3

π(dp(pi)2+dp(pj)2)
− 2−

1
3

1− 2−
1
3

. (A.11)

Let us assume that dp(pi) = αdp(pj), where α is some constant. Substituting we get:

s(pi, pj)
LB =

(1+α3)
2
3

1+α2 − 2−
1
3

1− 2−
1
3

. (A.12)

s(pi, pj)
LB =

{
0, if α = 1(two primaries of equal size) ,

> 0, if α 6= 1.
(A.13)

Upper Bound

The upper bound of sintering level is calculated when two primaries are completely sin-
tered and spherical. Thus:

Cij = Ssph(pi, pj) = π(dp(pi)
3 + dp(pj)

3)
2
3 (A.14)

Thus s(pi, pj)UB is given by:

s(pi, pj)
UB =

CUB
ij

Ssph(pi,pj)
− 2−

1
3

1− 2−
1
3

= 1. (A.15)

We conclude that:

0 ≤ s(pi, pj) ≤ 1. (A.16)
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