Numerical simulation and parametric sensitivity study of titanium dioxide particles synthesised in a stagnation flame
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Abstract

A detailed population balance model is used to simulate titanium dioxide nanoparticles synthesised in a stagnation flame from titanium tetraisopropoxide (TTIP) precursor. A two-step simulation methodology is employed to apply the detailed particle model as a post-process to flame profiles obtained from a fully coupled simulation with detailed gas-phase chemistry, flow dynamics and a simple particle model. The detailed particle model tracks the size and coordinates of each primary in an aggregate, and is able to resolve the particle morphology, permitting direct comparison with experimental measurements through simulated TEM-style images. New sintering parameters, informed by molecular dynamics simulations in the literature, are introduced into the model to account for the sintering behaviour of sub-10 nm particles. Simulated primary and aggregate particle size distributions were in excellent agreement with experimental measurements. A parametric sensitivity study found particle morphology to be sensitive to the sintering parameters, demonstrating the need to apply careful consideration to the sintering behaviour of nano-sized particles in modelling studies. The final particle morphology was not found to be sensitive to other model parameters.

Highlights

- A detailed PBM is used to simulate titania nanoparticles synthesised in a stagnation flame.
- Simulated TEM-style images are compared to experimental TEM measurements.
- A parametric sensitivity study is performed.
- The sintering behaviour of nano-sized particles is investigated.
1 Introduction

The flame synthesis of metal oxide nanoparticles, such as titanium dioxide (titania, TiO$_2$), is an important process that has received significant focus in the research community and has many industrially relevant applications. Modelling studies, combined with experiments, provide a way to understand the complex processes involved in the formation and growth of nanoparticles, and to optimise and tailor their properties. Premixed stagnation flame experiments have been used to synthesise ultra-fine TiO$_2$ nanoparticles from titanium tetraisopropoxide (TTIP) with particle sizes of 4–15 nm [22, 23, 25, 39]. The small particle size is a result of a short particle residence time and is therefore suitable for studying the early stages of particle formation. In addition, the pseudo one-dimensional flow makes it easier to couple the particle model with the gas-phase chemistry and flow dynamics.

Most attempts at modelling high temperature TiO$_2$ formation from TTIP assume a one-step thermal decomposition of TTIP. A first-order reaction rate was proposed by Okuyama et al. [28] based on hot wall reactor studies at 400–600°C and has been supported by more recent studies [16, 43]. Tsantilis et al. [41] later combined this with a surface decomposition reaction to model TiO$_2$ formation in a premixed flat flame. A similar reaction model has also been used in other studies [21, 49, 52] with varying degrees of success. Experimental studies have shown that TTIP decomposition at flame temperature is a complex reaction involving many intermediate species [37]. Thus, an accurate model of TiO$_2$ formation in a wide range of operating conditions relies on an accurate description of the gas-phase chemistry. A recent paper proposed a systematically derived and thermodynamically consistent detailed kinetic mechanism of TTIP decomposition [4].

Previous simulations of the stagnation flame experiment [21] employed a spherical particle model and used the method of moments with interpolative closure (MoMIC) to solve the population balance equations. The approach permitted full coupling of the particles to the gas-phase and flow dynamics. Such fully-coupled approaches are generally constrained to one or two internal coordinates in the particle description; yet, particles are usually observed to be aggregate structures composed of a polydisperse population of primary particles with different levels of sintering. A multivariate model is needed to fully capture the particle morphology. However, multivariate particle models typically require stochastic numerical methods and do not easily incorporate particle transport and spatial inhomogeneity. One approach, used successfully to simulate soot formation in laminar flames [6, 26, 38, 48] and recently extended to stagnation flames [12, 20], is a two-step post-processing methodology. First, the flame profile is solved in a fully coupled simulation with detailed chemistry, flow dynamics and a simple population balance model. Second, the flame profile is post-processed with a detailed particle model to resolve the particle morphology.

A detailed particle model allows for the simulation of quantities that are directly comparable to experimental data, such as particle size measurements from TEM imaging and mobility size analysis [1, 41, 51]. For example, simulated TEM-style images can be analysed in a similar manner to experimental data to obtain the aggregate size distribution – as is done in this work. In addition, a detailed particle description permits the modelling and study of processes that are fundamental to the evolution of particle morphology, but
which cannot be fully captured by simpler models. For instance, sintering is commonly modelled by considering the evolution of the surface area of an aggregate with a defined characteristic time \([15]\); however, these models often extrapolate late stage behaviour over the entire process. More detailed geometrical models permit a more complete picture of the evolution of particles during sintering \([8, 9, 46]\). Furthermore, the sintering behaviour is strongly influenced by the morphological properties of the particle, particularly at the nano-scale \((d_p < 10 \, \text{nm})\). For example, in a molecular dynamics study on the sintering of 2–4 nm TiO\(_2\), Buesser et al. \([5]\) found the sintering rate to be much faster than that predicted by extrapolating the characteristic sintering time typically used in studies on larger particles \([14, 33]\). The stagnation flame setup, used to synthesise ultra-fine TiO\(_2\) particles, provides an excellent system to study the behaviour of sintering models for very small particles.

**The purpose of this paper** is to evaluate a new detailed particle model for titanium dioxide nano-aggregates \([19]\) against experimental measurements \([23]\), and perform a parametric sensitivity study to understand the influence of key parameters on the particle properties. We simulate the synthesis of titanium dioxide nano-aggregates from TTIP precursor in a stagnation flame using a two-step simulation methodology \([20]\). A detailed chemical mechanism is used to describe the thermal decomposition of TTIP \([4]\) and a detailed particle model \([19]\) is used to resolve the particle morphology. The detailed particle description permits comparison of simulated quantities with equivalent experimental measurements; namely, the aggregate projected spherical equivalent diameter distribution (particle size distribution, PSD) and the primary particle size distribution (PPSD), obtained by TEM image analysis.

### 2 Experiment

A surface-stabilised laminar stagnation flame was used to prepare TiO\(_2\) nanoparticles from titanium tetraisopropoxide (TTIP) precursor. Full details of the experimental investigation are presented in \([23]\). The study used two equivalence ratios, \(\phi = 0.35\) (lean) and \(\phi = 1.67\) (rich), and varying TTIP loading rates of 4, 12 and 30 ml/h. Nanoparticle morphology was characterised by analysing TEM images and mobility measurements. Overall, it was found that the particle morphology was sensitive to the TTIP loading but was relatively insensitive to the equivalence ratio.

Here we choose five descriptors of particle morphology from the TEM image analysis for comparison with the simulation results. These are the mean \((\bar{d}_p)\) and coefficient of variation \((\text{CV}_p)\) of the primary particle diameter; mean \((\bar{d}_a)\) and coefficient of variation \((\text{CV}_a)\) of the aggregate projected spherical equivalent diameter; and the fraction of aggregates with circular projection \((f_\alpha)\). The mean diameter, standard deviation and coefficient of
variation are defined for $N$ aggregate or primary particles as:

$$\bar{d} = \frac{1}{N} \sum_{i=1}^{N} d_i,$$

(1)

$$\text{SD} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (d_i - \bar{d})^2},$$

(2)

$$\text{CV} = \frac{\text{SD}}{\bar{d}}.$$  

(3)

The dimensionless coefficient of variation, or the ratio of the standard deviation to the mean, is used as a measure of the distribution widths in this work to allow for comparison across all TTIP loading rates, i.e. cases with varying mean sizes. The aggregate projected spherical equivalent diameter is

$$d_{a,i} = 2\sqrt{\frac{A_{a,i}}{\pi}},$$

(4)

where $A_{a,i}$ is the aggregate projected area. As per Manuputty et al. [23], the parameter $\alpha_i$ is defined for an aggregate as the ratio of projected diameter of gyration, $d_{g,i}$, and the projected spherical equivalent diameter:

$$\alpha_i = \frac{d_{g,i}}{d_{a,i}}.$$  

(5)

The fraction of aggregates with circular projection, $f_{\alpha}$, is defined as the fraction of particles with $\alpha_i < 0.73$.

The uncertainties of the primary particle and aggregate sizes are based on the resolution limits of the images analysed, estimated as $\pm 4$ and $\pm 2$ pixels, respectively. These correspond to $\pm 0.48$ nm for the primary sizes (all loadings) and $\pm 0.5$ nm (4 ml/h TTIP), $\pm 0.64$ nm (12 ml/h), and $\pm 0.94$ nm (30 ml/h) for aggregate sizes. Lastly, temperature measurements were performed for this work in order to estimate the flame standing distance used in the simulation. The details of these measurements are given in Appendix A.2.

3 Model

3.1 Flow model

The axisymmetric stagnation flow is modelled using a pseudo one-dimensional approximation as described in detail by Manuputty et al. [21].

3.2 Chemical reaction model

The chemical reaction model consists of a TTIP decomposition mechanism combined with hydrocarbon combustion chemistry described by the USC-Mech II model [42]. The
TTIP mechanism contains 25 Ti species and 61 reactions, and describes the decomposition of TTIP to titanium (IV) hydroxide (Ti(OH)$_4$) through the C$_3$H$_6$ and CH$_3$ abstraction pathways identified by Buerger et al. [4] as well as dissociation reactions of Ti(OH)$_4$, assumed to be barrierless. The estimated transport data and thermodynamic data of species [4] are included in the Supplementary Material. In this work, Ti(OH)$_4$ is treated as the collision species for the particle inception and surface growth reactions in the particle model.

3.3 Population balance model

The two-step simulation methodology employed in this work uses two particle models. A simple one-dimensional model which characterises a particle by the number of constituent TiO$_2$ monomers is used in the first simulation step, and a detailed particle model is applied in a second step post-process. The detailed particle model is described in Section 3.3.1 below, and the two-step simulation methodology is outlined in Section 4. The dynamics of the particle population are described by the Smoluchowski coagulation equation with additional terms for inception, growth and sintering [17]. In both models, inception and surface growth are treated as collision limited processes with Ti(OH)$_4$ as the collision species. Sintering is only considered in the detailed model.

3.3.1 Detailed particle model

A comprehensive description of the detailed particle model is presented in [19], so only a brief summary is given here. The type space of the detailed particle model is illustrated in Fig. 1. The type space is the mathematical description of a particle. An aggregate particle is composed of polydisperse primary particles modelled as overlapping spheres. Each primary particle, $p_i$, is characterised by its composition $\eta_i$, radius $r_i$, and position of the primary centre $x_i$. The degree of overlap between two neighbouring primaries, $p_i$ and $p_j$, is then resolved by their centre to centre separation, $d_{ij} = |x_i - x_j|$.

Inception is modelled as a bimolecular collision of two Ti(OH)$_4$ molecules forming a particle containing two units of TiO$_2$. The rate of inception is given by the free molecular
collision kernel with the Ti(OH)$_4$ collision diameter, $d_c = 0.5128$ nm, taken from the optimised geometry calculated in [3].

An aggregate is formed when two particles stick together as a result of a collision. The rate of collision is calculated using the transition regime coagulation kernel [30]. The orientations of the colliding particles and point of contact following the collision are determined by ballistic cluster-cluster aggregation with a random impact parameter [13].

A particle may grow by consuming Ti(OH)$_4$ from the gas-phase and adding TiO$_2$ to the surface of a particle. The rate of growth is based on the free molecular collision kernel and assumes that the condensing species is much smaller than the particle. The mass of the species is assumed to be similar to that of TiO$_2$ and is added to a constituent primary particle $p_j$, selected with probability proportional to its free surface area $A_j$, relative to that of the entire aggregate.

Neighbouring primaries undergo sintering in which the primary centres approach each other, increasing their overlap. The mass of each individual primary is conserved by increasing the primary radii. The sintering model follows the approach of Eggersdorfer et al. [9] with the rate evaluated using a grain boundary diffusion model. Once sufficiently sintered, two primaries are assumed to coalesce to form a single primary. The threshold for coalescence is chosen as

$$\frac{R_{ij}}{r_i} > 0.95,$$

where $R_{ij}$ is the neck radius and $r_i \leq r_j$.

### 3.3.2 Characteristic sintering time

Sintering is commonly modelled by considering the excess surface area of an aggregate over that of a sphere with the same mass [18, 27, 33, 44, 45]. The model of Koch and Friedlander [15], valid for $t \gg \tau$, describes the evolution of the surface area:

$$\frac{dA}{dr} = -\frac{1}{\tau}(A - A_{\text{sph}}),$$

where $A$ is the surface area of the aggregate, $A_{\text{sph}}$ is the surface area of a sphere with the same mass and $\tau$ is the characteristic sintering time. Multivariate particle models [32, 36] have extended this approach to consider the surface area of each pair of neighbouring primary particles individually. It should be noted that Eq. (7) applies to late stage sintering behaviour, but is often extrapolated to all stages of sintering.

If the characteristic sintering time $\tau$ is constant, Eq. (7) yields an exponential decay with $\tau$ corresponding to a 63% reduction in the excess surface area. However, in general $\tau$ does not remain constant, but varies as a function of temperature and particle diameter [33]. Buesset et al. [5] remark that the characteristic time is the time needed for the neck diameter to reach 83% of the initial primary particle diameter [14], corresponding to a 67% reduction in the excess surface area and close to the commonly used exponential decay.

Various expressions for the characteristic sintering time of titanium dioxide particles have been proposed. Kobata et al. [14] proposed a characteristic time based on a surface diffu-
sion model:
\[ \tau = 7.44 \times 10^{16} d_p^4 T \exp \left( \frac{258 \text{ kJ mol}^{-1}}{RT} \right) \text{s}, \]  
(8)

where \( d_p \) is the primary diameter (m), \( R \) the ideal gas constant and \( T \) is the temperature (K). Seto et al. [33] considered a grain boundary diffusion based model with
\[ \tau = 9.75 \times 10^{15} d_p^4 T \exp \left( \frac{258 \text{ kJ mol}^{-1}}{RT} \right) \text{s}. \]  
(9)

Both studies investigated particles larger than 10 nm, with Seto et al. [33] noting that the sintering behaviour of nano-sized particles may be quite different.

Buesser et al. [5] performed molecular dynamics simulations to study the sintering of 2–4 nm rutile particles at 1500–2000 K, and found that smaller nanoparticles (\( d_p < 4 \text{ nm} \)) sinter significantly faster than predicted by a \( d_p^4 \) dependence. They fitted a characteristic sintering time,
\[ \tau = 3.7 \times 10^{16} d_p^4 T \exp \left( \frac{258 \text{ kJ mol}^{-1}}{RT} \left( 1 - \left( \frac{3.4 \text{ nm}}{d_p} - \frac{T}{4100 \text{ K}} \right)^{3.76} \right) \right) \text{s}, \]  
(10)

which includes a particle size dependence in the exponential term. This is consistent with an earlier theoretical study by Tsantilis et al. [40] on the viscous flow sintering of silica particles, in which a particle size dependence was introduced to the activation energy based on the size dependence of the melting point:
\[ \tau \propto \exp \left( \frac{E_a}{RT} \left( 1 - \frac{d_{p,\text{crit}}}{d_p} \right) \right). \]  
(11)

The result is effectively instantaneous sintering below a critical diameter \( d_{p,\text{crit}} \). This form of the characteristic time has been used in multivariate particle models for silica [32, 36] and has also been applied to soot modelling [6, 47].

The preceding models considered the evolution of the surface area of an aggregate. In contrast, the detailed geometrical description used in this work [19] requires the sintering equations to be formulated in terms of the primary separations and radii. Following Eggersdorfer et al. [9], the rate of change in primary centre to neck distance is
\[ \frac{dx_{ij}}{dt} = -\frac{d_p^4}{16 \Theta A_{n,ij}} \left( \frac{1}{r_i-x_{ij}} - \frac{1}{R_{ij}} \right), \]  
(12)

where \( x_{ij} \) is the distance from the centre of primary \( p_i \) to the neck formed with neighbour \( p_j \), \( A_{n,ij} \) is the neck area, \( R_{ij} \) is the neck radius and \( r_i \) is the radius of the primary \( p_i \). The characteristic time is
\[ \theta = 9.11 \times 10^{17} d_p^4 T A_s \exp \left( \frac{258 \text{ kJ mol}^{-1}}{RT} \left( 1 - \left( \frac{d_{p,\text{crit}}}{d_p} \right)^{\alpha_{\text{crit}}} \right) \right) \text{s}. \]  
(13)

where we previously introduced a critical diameter \( d_{p,\text{crit}} \) [19], with a similar form to that proposed by Tsantilis et al. [40]. In this work, we introduce an additional prefactor \( A_s \) and critical exponent \( \alpha_{\text{crit}} \). The effect of these parameters is discussed in Section 5.2.1. The primary diameter \( d_p \) is taken as the smaller of the two primary diameters, \( d_p = \min(d_p(p_i), d_p(p_j)). \)
It is important to note that the characteristic time defined in Eq. (13) for the centre to neck separation model is not directly comparable to the characteristic times in Eqs. (8)–(10), which are defined with respect to the change in excess surface area. A method of comparison is discussed in Appendix A.1.

4 Numerical methods

The stagnation flame is simulated using a two-step methodology [20]. In the first step, the flame is modelled using a one-dimensional stagnation flow approximation, coupled to detailed gas-phase chemistry and a simple population balance model solved using method of moments with interpolative closure (MoMIC). This is solved as a boundary-value problem using the kinetics® software package [7]. The boundary conditions are specified according to the experimental conditions [23] with an appropriate axial velocity gradient chosen to reproduce the experimental flame standing distance. A solution-adapted grid refinement is used in order to achieve convergence with 240–260 grid points. The first simulation step is described in [21].

In the second step, the resulting gas-phase profile is post-processed with the detailed particle model to resolve the aggregate morphology. The gas-phase profiles, supplied as input to the population balance simulation, are expressed in terms of the residence time of a Lagrangian particle travelling from the burner to stagnation plate using the combined convective and thermophoretic velocities. To account for the effect of thermophoretic transport near the stagnation surface, a thermophoretic correction is introduced to the post-process through a modified simulation sample volume scaling term. The thermophoretic correction is discussed in detail in [20].

A stochastic numerical method is used in the second step to solve the population balance equations. The method employs a direct simulation algorithm [36] with a majorant kernel and fictitious jumps [10, 30] to improve the computational speed of calculating the coagulation rate, and a linear process deferment algorithm [29] to provide an efficient treatment of sintering and surface growth. Simulation results are averaged over 4 runs, each with 8192 stochastic particles.

5 Results and discussion

5.1 Temperature profiles and flame location

The simulation of a stretch stabilised flame such as the one used in this study requires knowledge of the flame standing distance or temperature profiles due to the limitation of the one-dimensional stagnation flow approximation in capturing a non-parabolic flow profile [2]. However, in this study only temperature measurements for the undoped lean flame were available due to the thermocouple service temperature limit. Instead, flame photographs were taken with a digital camera for all flames to estimate the flame standing distance.
Figure 2 shows the measured and simulated temperature profiles for the undoped lean flame ($\phi = 0.35$) showing good agreement in the combustion zone widths. A significant difference is observed in the profile shape and the maximum temperature. The measured temperature profile suggests that the calculated adiabatic flame temperature is reached earlier near the upstream edge of the flame while the simulated profile shows the temperature increases to a maximum point nearer to the stagnation plate. It is likely that the proximity of the peak temperature region to the stagnation plate (cold boundary) in the simulation results in a lower maximum temperature compared to the measured maximum temperature which is close to the adiabatic temperature. The origin of the discrepancy in the temperature profiles is unclear but a possible reason is the deviation from the one-dimensional stagnation flow solution. This will be investigated as part of a future study.

Figure 2 also shows the H concentration profiles of the simulated flames, one with the calculated temperature profile (black line) and another with an imposed temperature profile from the experimental measurement (red line). The higher temperature in the imposed temperature simulation results in a significantly higher H concentration compared to the calculated temperature simulation (by a factor of 4). However, the location of the maximum H concentration remains unchanged. It is found that this location (denoted by the vertical dotted line in Fig. 2) coincides with the flame standing distance measured from the flame image analysis (see Appendix A.2). Thus, an assumption is made here to use the peak H concentration from the simulation to define the flame standing distance for the rich flame ($\phi = 1.67$) where temperature profile measurements were not available. Furthermore, it is assumed that the addition of TTIP does not affect the flame standing distance due to the relatively small amount of TTIP used. The flame distances of the simulated flames with varying TTIP loading used in this work are summarised in Table 1. This was adjusted to match the measured flame distance (3.22 mm for $\phi = 0.35$ and 3.92 mm for $\phi = 1.67$) within the uncertainty range of ±0.2 mm.

Table 1: Flame distances of the simulated flames, in mm, taken as the distance of the peak H concentration from the stagnation surface.

<table>
<thead>
<tr>
<th></th>
<th>$\phi = 0.35$</th>
<th>$\phi = 1.67$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 ml/h</td>
<td>12 ml/h</td>
</tr>
<tr>
<td>Calculated $T$</td>
<td>3.21</td>
<td>3.17</td>
</tr>
<tr>
<td>Imposed $T$</td>
<td>3.21</td>
<td>3.21</td>
</tr>
</tbody>
</table>

In order to understand the effect of the temperature profile uncertainties on the simulated particle properties, three parameters related to the experimental measurements are investigated in this work. These are the profile shape, flame standing distance, and surface temperature.

First, the effect of the temperature profile shape is assessed by comparing simulations with the calculated and the imposed temperature profiles. Figure 3 shows the temperature profiles for the lean flames with varying TTIP loading rate. For the 4 ml/h TTIP loading rate case, the imposed temperature profile is assumed to be the same as the measured profile for the undoped flame (symbols in Fig. 3). For the 12 and 30 ml/h cases, the temperature profiles are shifted upwards by 70 and 200 K, respectively, to account for the
**Figure 2:** Temperature and H mass fraction profiles for $\phi = 0.35$ flame (no TTIP). The black lines are from the calculated temperature simulation and the red lines are from the imposed temperature simulation corresponding to the experimental measurements (symbols). The adiabatic flame temperature, $T_{ad}$, is annotated for comparison.

The effect of TTIP combustion. These amounts of shift are approximately consistent with the shifts in the corresponding calculated temperature cases. Similar to the undoped flame case, the temperature profile shape does not seem to affect the flame standing distance (Table 1). The imposed temperature simulations are only attempted for the lean flames ($\phi = 0.35$) as no temperature measurement is available for the rich flame. In addition, the shape of the rich flame temperature profile is similar to the experimental profile in which the peak temperature is reached near the upstream edge of the flame (see for example Figs. 19 and 20).

Second, the effect of the flame distance is assessed by comparing simulations with varying flame distance (i.e. peak H concentration) by $\pm 0.2$ mm with reference values in Table 1. This is approximately the same as the experimentally observed fluctuation in the flame front. The temperature profiles of these cases are shown in Appendix A.3 (Fig. 20). Finally, the effect of the surface temperature is assessed by comparing simulations with varying stagnation temperature by $\pm 50$ K ($T_s = 503$ K for $\phi = 0.35$ and $T_s = 580$ K for $\phi = 1.67$ [23]). This uncertainty in the stagnation plate temperature comes from the fluctuation during experiment as well as a typical uncertainty for a K-type thermocouple.

Figure 4 presents the changes in primary particle and aggregate properties for all conditions tested in this work given the uncertainties in the three temperature profile parameters discussed. The model parameters used in the simulation will be discussed further in Section 5.2.1. Several observations are made here. First, the aggregate properties are generally more sensitive to the flame distance and surface temperature than the primary particle properties. This is expected as the aggregate properties are affected by both aggregation and primary particle size. Second, the changes are more significant in the lean flames than
Figure 3: Calculated and imposed temperature profiles for $\phi = 0.35$ flames (a: 4 ml/h, b: 12 ml/h, c: 30 ml/h TTIP loading). The imposed temperature profile for 4 ml/h case is taken from experimental measurement (with no TTIP) while those for 12 ml/h and 30 ml/h cases are shifted by 70 and 200 K, respectively, similar to the shifts in the calculated maximum temperature profiles (arrows) to account for the additional heat release from TTIP combustion.

the rich flames for almost all TTIP loading rates. This is likely due to the sensitivity of the maximum temperature of the lean flames as the flame distance and surface temperature are varied (see Fig. 20). Overall, the changes in particle sizes are less than 1 nm, except for the lean flame with 30 ml/h TTIP loading (less than 2 nm). The maximum changes for CV and $f_\alpha$ are 2% and 5%, respectively. This suggests that the particle properties are relatively insensitive to the temperature profiles used. More importantly, the changes in Fig. 4 give an indication of the degree of model prediction uncertainties carried forward from the uncertainties in experimental measurements feeding into the simulation, i.e. temperature and flame distance. These are referred to in this study as the “simulation uncertainties”.

5.2 Parametric sensitivity

5.2.1 Base case sintering parameters

The sensitivity of the aggregate and primary particle size distributions to three sintering parameters is investigated: the critical diameter $d_{p,\text{crit}}$, prefactor $A_s$, and critical exponent $\alpha_{\text{crit}}$ (see Eq. (13)). The effect of varying each of the parameters on the sintering time is shown in Fig. 5. The characteristic sintering times $\tau$ of Kobata et al. [14], Seto et al. [33] and Buesser et al. [5] (Eqs. (8)–(10), respectively) are also plotted. As noted in Section 3.3.2, these three characteristic sintering times cannot be directly compared to Eq. (13) (the characteristic time $\theta$ defined for the model used in this study) because the model equations are different (compare Eqs. (7) and (12)). To facilitate comparison, we determine a time $\tau$ for the present model, which is consistent with the typical use of Eqs. (8)–(10) in modelling work. In this case, $\tau$ is defined as the time needed to reduce
Figure 4: The changes in particle descriptors as the temperature profile shape (refer to text), flame distance, $F_d$, and surface temperature, $T_s$, are varied against the base case (calculated temperature, flame distance $z_0$, and surface temperature $T_0$) for all cases studied here. The particle descriptors are: (1) primary mean diameter, $\Delta \bar{d}_p$, (2) primary coefficient of variation, $\Delta CV_p$, (3) aggregate mean diameter $\Delta \bar{d}_a$, (4) aggregate coefficient of variation, $\Delta CV_a$, and (5) fraction of particles with circular projection, $\Delta f_\alpha$. The perturbations $\Delta \tau$ and $\Delta T$ are 0.2 mm and 50 K, respectively.

The characteristic time $\tau$ is plotted as a function of primary diameter for two different temperatures. The temperatures are the minimum and maximum temperatures used in the molecular dynamics study of Büsse et al. [5]. The base case sintering parameters for this work (referred to as the “new base case” parameters) are chosen to give the best fit to the characteristic time of Büsse et al. [5] (Eq. (10)). These values are: $A_s = 0.25$, $d_{p,crit} = 2.5$ nm and $\alpha_{crit} = 7$. The shaded regions indicate the range over which the parameter is varied in the sensitivity study in Section 5.2.2.

Varying the prefactor results in a vertical shift in the characteristic time as shown by the shaded regions in Fig. 5(a). The effect of changing the critical diameter, shown in Fig. 5(b), changes the location of the asymptote and only affects the sintering time of small particles. The critical exponent $\alpha_{crit}$ affects the sharpness of the transition from large particle sintering behaviour ($\tau \propto d_p^4$) to near instantaneous sintering of small particles. A small exponent such as $\alpha_{crit} = 1$, the lower bound of the shaded regions in Fig. 5(c), results in a long transition while larger values of $\alpha_{crit}$ create a sharper transition near the critical diameter. The consequence of a long transition is that the sintering time is reduced for particles significantly larger than the prescribed critical diameter; thus, near instantaneous sintering occurs for particles larger than the value of $d_{p,crit}$ suggests. For example, Fig. 5(c)
Fig. 5: Effect of varying each sintering parameter on the characteristic sintering time. The base case parameters chosen for this study (dotted lines; $A_s = 0.25$, $d_{p,crit} = 2.5$ nm, $\alpha_{crit} = 7$) are a fit to the characteristic time of Buesser et al. [5]. The shaded regions indicate the range over which the parameter is varied. The characteristic times of Kobata et al. [14] and Seto et al. [33] are included for reference. $T = 1500$ K and $T = 2000$ K are the minimum and maximum of the range covered by the MD study in [5].

shows that the sintering time begins to deviate from a linear relationship for values of $d_p$ that are an order of magnitude greater than $d_{p,crit}$.

Simulated and experimental primary and aggregate particle size distributions are shown in Fig. 6 for the six flame conditions. The experimental particle size data, obtained by TEM
Figure 6: Simulated and measured primary and aggregate size distributions for the new base case sintering parameters (blue) and the old parameters from [19] (red). The experimental data points [23, Fig. 11] are normalised particle counts with bin width of 0.5 nm. The lines are from kernel distribution fits using 1 nm bandwidth. $f_{\alpha}$ denotes the fraction of spherical particles from TEM image analysis.

Image analysis, are from Manuputty et al. [23, Fig. 11]. In the experimental investigation, primary particle diameters were measured by manually specifying the centre of a sphere and a point on the circumference. This measure is directly comparable to $d_{p,i} = 2r_i$ defined in the particle model (see Fig. 1). The aggregate size was obtained by measuring the two-dimensional projected area of each aggregate in the image to determine a projected spherical equivalent diameter. In order to directly compare our simulation results to this data, similar analysis was performed on simulated TEM-style images generated from the simulation data using the procedure described in [19].

PSDs simulated using the new base case sintering parameters are shown by the blue lines.
in Fig. 6. For comparison, the red lines show PSDs simulated with the sintering parameters used in an earlier work [19]: $A_s = 1$, $d_{p, crit} = 4$ nm and $\alpha_{crit} = 1$ (henceforth referred to as the “old” sintering parameters). The other simulation parameters are summarised in Table 2. The simulated aggregate size distribution are similar for both sets of sintering parameters and are in good agreement with the experimental data. On the other hand, the primary particle size distributions are considerably different. The new base case parameters are in very good agreement with the experimental data, while the old sintering parameters produce a much wider PPSD at lower TTIP loading.

Figure 7: Sensitivity of primary and aggregate mean diameter and CV to sintering parameters: new base case (solid blue lines) $A_s = 0.25$, $d_{p, crit} = 2.5$ nm, $\alpha_{crit} = 7$ vs. old parameters (dashed red lines) from [19]: $A_s = 1$, $d_s = 4$ nm, $\alpha_{crit} = 1$ for lean ($\phi = 0.35$, left panels) and rich ($\phi = 1.67$, right panels) flames. The shaded areas indicate estimated uncertainty bounds of the experimental measurements and error bars show the simulation uncertainties (see text).

The effect on the width of the PPSD is also evident in the trend displayed by the coefficient of variation as a function of TTIP loading, plotted in Fig. 7. The new base case parameters produce a trend that is consistent with the relatively flat trend shown by the experimental data. The old sintering parameters, however, display a decreasing trend with a significantly larger CV at low TTIP loading. Meanwhile, the trends observed in the mean primary and aggregate size, and aggregate CV are consistent across both simulations and in reasonable agreement with the experimental data given the simulation uncertainties discussed in Section 5.1.

Another useful descriptor of particle morphology is the fraction of particles with circular projection $f_a$, defined in [23], and shown in Fig. 6. The experimental results show a fairly constant fraction across both TTIP loading and equivalence ratio. In general, the new base case simulations slightly underpredict the fraction of spherical particles (expect for
the 4 ml/h rich flame case), while simulations with the old sintering parameters significantly overpredict the fraction. Overall, the new base case simulations are in much better agreement with the experimental data. The largest discrepancy in $f_\alpha$ is seen in the 4 ml/h rich flame case. The new base case parameters overpredict the fraction of spherical particles by 8 percentage points, while the old sintering parameters overpredict the fraction by 34 percentage points. The difference in predicted particle morphology is apparent in the TEM-style images presented in Fig. 8. Qualitatively, the TEM image produced with the new base case parameters (Fig. 8(b)) shows the presence of small aggregated particles, in agreement with the experimental TEM image for the same conditions [23] (Fig. 8(a)), while the TEM image produced with the old sintering parameters (Fig. 8(c)) shows mostly fully sintered spherical particles.

![Experimental TEM.](image1) ![New base case parameters.](image2) ![Old parameters.](image3)

**Figure 8:** Experimental and simulated TEM-style images for the rich flame ($\phi = 1.67$) with 4 ml/h TTIP loading.

This underscores the importance of comparing a range of morphological descriptors when evaluating simulation data against experiment. On the basis of the mean values alone, plotted in Fig. 7, the old sintering parameters used in [19] may have been preferred; however, the CV and $f_\alpha$ suggest otherwise. The sensitivity to each individual sintering parameter and reasons for the observed trends in the descriptors will be investigated in the next section.

### 5.2.2 Sensitivity to sintering parameters

The sensitivity of the aggregate and primary mean diameter and CV to the sintering prefactor $A_s$ are shown in Fig. 9. The base case values of the other parameters used in the simulation are given in Table 2. Overall, the descriptors are not particularly sensitive to the sintering prefactor, considering that it is varied over three orders of magnitude. Notably, the mean aggregate diameter shows almost no sensitivity to the sintering prefactor. This is unsurprising since sintering is an internal structural change and the aggregates are composed of a small number of primaries; thus, remain fairly compact in all configurations. The general insensitivity can to some extent be explained by the proximity of the average primary diameter to the critical diameter. In this region, the characteristic sintering time rapidly becomes less sensitive to the prefactor, as seen in Fig. 5(a).

Increasing the prefactor results in a narrower primary distribution with smaller mean size, but broader aggregate distribution. The effect is slightly more pronounced at higher TTIP
loading due to the larger average particle size, which is farther from the critical diameter. Smaller $A_s$ seems to give better agreement with the experimental data in the mean primary size, but the width of the distribution is overestimated.

Figure 10 shows the sensitivity of the morphological descriptors to the critical sintering diameter. The mean primary and aggregate size, and aggregate CV are not particularly sensitive. In contrast, the primary coefficient of variation is sensitive to the choice of critical diameter, with larger values of $d_{p,\text{crit}}$ producing a smaller CV, indicating a narrower PPSD. This is because the critical diameter imposes an effective lower bound on the size of a primary in an aggregate (small primaries can of course exist as single particles). Lower TTIP loadings show greater sensitivity due to the average primary diameter being closer to the critical value. The results suggest that a value of $d_{p,\text{crit}} = 4$ nm is a better fit to the experimental data.

The effect of the critical exponent on the mean primary and aggregate diameter and coefficient of variation is shown in Fig. 11. The greatest sensitivity is observed between $\alpha_{\text{crit}} = 1$ and $\alpha_{\text{crit}} = 3$. This is notable in both CVs and the mean primary size. In particular, the decreasing trend in the primary CV as a function of loading changes to a relatively flat trend for the lean flame, which is more consistent with the experimental data. The change is not quite as pronounced for the rich flame. The reason for this is the fact that the mean primary size is close to the critical diameter; thus, the sharpness of the transition (see Fig. 5(c)) from large particle behaviour to instantaneous sintering has a significant impact on the evolution of the PPSD. For a large value of $\alpha_{\text{crit}}$, instantaneous sintering only occurs at the tail of the distribution, thereby resulting in a narrower size distribution.
Figure 10: Sensitivity to the critical sintering diameter $d_{p,crit}$ for lean ($\phi = 0.35$, left panels) and rich ($\phi = 1.67$, right panels) flames. The shaded areas indicate estimated uncertainty bounds of the experimental measurements.

Figure 11: Sensitivity to the critical sintering exponent $\alpha_{crit}$ for lean ($\phi = 0.35$, left panels) and rich ($\phi = 1.67$, right panels) flames. The shaded areas indicate estimated uncertainty bounds of the experimental measurements.
With $\alpha_{\text{crit}} = 1$, the sintering rate of large primaries is also increased significantly; thus, the entire size distribution evolves. The effect is most pronounced for the low TTIP loading cases due to their lower mean primary size, so more of the PPSD is located in this intermediate region around the transition.

The simulation results appear less sensitive to values larger than $\alpha_{\text{crit}} = 3$; therefore, $\alpha_{\text{crit}} = 3$ appears as reasonable a choice as $\alpha_{\text{crit}} = 7$. In any case, a reasonably sharp transition near the critical diameter is needed to obtain the correct sintering behaviour of particles near the transition. This is consistent with the fitted value of 3.76 obtained by Buesser et al. [5]. Their fitted sintering time also included an additional temperature dependence, which is not considered here.

5.2.3 Inception and surface growth efficiency

![Figure 12: The bimodality of the primary particle distributions in lean flames ($\phi = 0.35$) with varying $\gamma_{\text{sg}}$.](image)

Sensitivity to the inception and growth efficiencies, $\gamma_n$ and $\gamma_g$ respectively, was investigated over the range $\gamma = 0.01$–1. A bimodal primary size distribution, shown in Fig. 12, was observed in the lean flame simulations with small $\gamma_g$. The minor mode of small primaries is more pronounced in simulations with smaller $\gamma_g$ and lower TTIP loading. The mode arises due to inception from unreacted Ti(OH)$_4$ near the stagnation surface, which is still present in the mixture due to very slow consumption by the growth process (see Ti(OH)$_4$ profiles in Fig. 22). No bimodality was seen in the rich flame simulations, possibly due to the higher reaction temperature increasing the consumption rates. This would also explain why the mode is less prominent at higher TTIP loading for $\gamma_g = 0.1$ (see simulated temperature profiles in Appendix A.3). The bimodality is not present in the modelled aggregate size distributions due to the small particles falling below the size threshold for image analysis. Given the mode exists near the resolution limit of the experimental results, the presence of a small particle mode cannot be ruled out. This will be investigated in a future study.

Sensitivity to the inception and growth efficiencies are shown in Fig. 13 and Fig. 14, respectively. Note that the small particle mode in the $\gamma_g < 1$ cases is excluded from this analysis. The results show no sensitivity to either parameter. This is unsurprising if we consider how the particle processes compete with each other during the early stages of particle evolution. A particle is first formed by inception and can then grow either
Figure 13: Sensitivity to the inception efficiency $\gamma_{in}$ for lean ($\phi = 0.35$, left panels) and rich ($\phi = 1.67$, right panels) flames. The shaded areas indicate estimated uncertainty bounds of the experimental measurements.

through the surface growth process or by coagulation with other particles. Sintering is effectively instantaneous in the high temperature region so the particle remains spherical following coagulation; therefore, the morphology of the particle is not influenced by the particular route taken (see flame profiles in Fig. 21). Inception and growth are competing for the same gas-phase species so adjusting the collision efficiency of one process primarily affects the relative rates. The overall rate remains sufficiently rapid (except for the lean flame with very small $\gamma_{sg}$) to consume the precursor before aggregate formation and sintering become significant; thus, the final morphology is unaffected.

These results appear to contradict observations in earlier modelling studies, which reported significant sensitivity to the rate of surface reaction [21, 41]. However, the observations at the stagnation surface do not give the full picture. Figure 15 shows the evolution of the mean primary diameter along the flame. In the high temperature region, the mean primary diameter displays a high degree of sensitivity to both $\gamma_{in}$ and $\gamma_{sg}$. As the temperature decreases near the stagnation surface, the different cases begin to converge towards the same final diameter, explaining the previously observed insensitivity. This is especially apparent in the rich flame ($\phi = 1.67$) simulations, but not as clear in the lean flame simulations due to the formation of the small particle mode, which causes a decrease in the mean diameter near the stagnation surface.

The behaviour seen here is consistent with the findings of Tsantilis et al. [41], who, for a premixed flat flame, found that the sensitivity to the surface reaction could only be observed from measurements made near the burner. Further along the flame, the mean primary diameter was found to be much less sensitive to the surface reaction due to the
Figure 14: Sensitivity to the surface growth efficiency $\gamma_{sg}$ for lean ($\phi = 0.35$, left panels) and rich ($\phi = 1.67$, right panels) flames. The shaded areas indicate estimated uncertainty bounds of the experimental measurements. A cutoff point of $2.5 \text{ nm}$ is applied here for primary particle sizes to remove the first distribution mode observed for lean flames.

(a) Lean flame ($\phi = 0.35$), 12 ml/h TTIP loading.  
(b) Rich flame ($\phi = 1.67$), 12 ml/h TTIP loading.

Figure 15: Evolution of mean primary size for different values of $\gamma_n$ and $\gamma_{sg}$. The temperature profile is included for reference.

dominance of coagulation.
5.2.4 Summary

A summary of the parameters studied is provided in Table 2. The base case value, range over which the parameter was varied, and an indication of the observed sensitivity are given. Sensitivity analysis for the collision enhancement factor $\varepsilon$ and density $\rho$ is presented in Appendix A.4. The base case value for the enhancement factor was taken as $\varepsilon = 2.64$ [50] and density is that of anatase $\rho = 3.84\;\text{g/cm}^3$.

Overall, the particle morphology was found to be most sensitive to the choice of sintering parameters; in particular, the critical diameter and critical exponent due to the proximity of the average particle size to the critical size. Furthermore, the analysis suggested a larger value for the critical diameter $d_{p,\text{crit}} = 4\;\text{nm}$, and a smaller value for the critical exponent $\alpha_{\text{crit}} = 3$ would be more appropriate. These are consistent with results from molecular dynamics studies [5]. The mean aggregate size was not affected by any of the three sintering parameters. This is unsurprising since the sintering process is an internal structural change.

The sensitivity analysis of the inception and surface growth parameters suggests that the final PSD at the stagnation surface is largely insensitive to the reaction mechanisms governing particle evolution early on in the flame. Experimental measurements from inside the combustion zone would be needed to discriminate between different models and parameters. A bimodal distribution at very small $\gamma_{sg}$ was observed in the lean flame simulation; but, the small particle mode was too near the resolution limit of the experimental results to draw conclusions from the comparison.

Slight sensitivity was shown to the collision enhancement factor over the range studied, as expected, but not enough to discriminate between different values. It should be noted that the collision efficiency of titania nanoparticles has been shown to be strongly size and temperature dependent [35, 50], and necessitates a more detailed investigation.

6 Conclusions

In this paper, we simulated the synthesis of titanium dioxide nano-aggregates from TTIP precursor in a premixed stagnation flame using a new detailed population balance model and two-step simulation methodology. A detailed chemical mechanism was used to describe the thermal decomposition of TTIP. Six flame cases from an earlier experimental investigation [23] were simulated: a lean and a rich flame, each at three different precursor loadings. The detailed description of particle morphology in the population balance model was exploited to make direct comparisons with experimental measurements of primary and aggregate size distributions. Simulated TEM-style images were analysed in an identical manner to the original experimental procedure to obtain an aggregate size distribution based on the projected particle area; and the modelled primary particle size distribution was compared to the corresponding PPSD obtained from TEM image analysis in the experimental work. The simulated primary and aggregate particle size distributions were in excellent agreement with the experimental data.

The ultra-fine particles produced by the stagnation flame provided an excellent test case
Table 2: Summary of parametric sensitivity. The base case value, range studied and an indication of the sensitivity (++: sensitive; +: slightly sensitive; −: insensitive) are given.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Range</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental parameters:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flame standing distance</td>
<td>Table 1</td>
<td>±0.2 mm</td>
<td>-</td>
</tr>
<tr>
<td>Surface temperature</td>
<td>503, 580 K</td>
<td>±50 K</td>
<td>-</td>
</tr>
<tr>
<td>Temperature profile shape</td>
<td>Calculated</td>
<td>Calculated/imposed</td>
<td>-</td>
</tr>
<tr>
<td><strong>Sintering:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prefactor, $A_s$</td>
<td>0.25</td>
<td>0.01–10</td>
<td>+</td>
</tr>
<tr>
<td>Critical diameter, $d_{p,crit}$</td>
<td>2.5 nm</td>
<td>1–4 nm</td>
<td>++</td>
</tr>
<tr>
<td>Critical exponent, $\alpha_{crit}$</td>
<td>7</td>
<td>1–7</td>
<td>++</td>
</tr>
<tr>
<td><strong>Collision limited processes:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enhancement factor, $\varepsilon$</td>
<td>2.64</td>
<td>2.2–3.0</td>
<td>+</td>
</tr>
<tr>
<td>Inception efficiency, $\gamma_{in}$</td>
<td>1</td>
<td>0.01–1</td>
<td>-</td>
</tr>
<tr>
<td>Surface growth efficiency, $\gamma_{sg}$</td>
<td>1</td>
<td>0.01–1</td>
<td>-</td>
</tr>
<tr>
<td><strong>Other:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density, $\rho$</td>
<td>3.84 g/cm$^3$</td>
<td>3.84, 4.25 g/cm$^3$</td>
<td>-</td>
</tr>
</tbody>
</table>

To investigate the characteristic sintering time of very small particles. New sintering parameters, informed by the molecular dynamics simulations of Buesser et al. [5], were introduced into the model to account for the faster sintering behaviour of nano-sized particles. Three parameters were considered: a multiplicative prefactor; a critical diameter below which sintering becomes effectively instantaneous; and a critical exponent to control the transition from the large particle to small particle sintering behaviour. Simulation results with the new sintering parameters significantly improved the agreement with the experimental data, compared to parameters used in a previous work.

A parametric sensitivity study was performed to investigate the importance of individual model parameters. Particle morphology was found to be most sensitive to the critical sintering diameter and critical exponent, demonstrating the need to give careful consideration to the form of the characteristic time when the average particle size is at the transition from large particle sintering behaviour to the near instantaneous coalescence of nano-sized particles. Other model parameters, notably the inception and growth efficiencies, were found to not affect the final particle properties, despite the simulations showing significant sensitivity to these two parameters in the combustion zone. In a future work, it would be insightful to compare model prediction with experimental measurements from the combustion zone, and to investigate the effect of temperature and particle size on the collision efficiency.
Supplementary material

The TTIP decomposition mechanism used in this work is available via the University of Cambridge data repository at doi:10.17863/CAM.39744.
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A Appendix

A.1 Sintering model comparison

The normalised excess surface area as a function of dimensionless time for the sintering of two equal sized primaries evolving according to Eq. (A.1) is plotted in Fig. 16 as a function of $t^*$. Equation (A.1) was solved using the Euler method. The solution was found to be insensitive to the choice of initial primary diameter. An exponential decay, the solution to Eq. (7) assuming a constant characteristic time, is plotted for reference. The two models show quite different behaviour, particularly at early times. The primary separation based model used in this work predicts a reduction in excess surface area of 87% over its characteristic time $\theta$ compared to the 63% reduction of an exponential decay.

To facilitate comparison of characteristic sintering times typically used in surface area based models [15] with the primary separation based model used in this work, a consistent definition of the characteristic sintering time is needed. In this case, we extract a value for $\tau$ from Fig. 16 for the sintering model used here. $\tau$ is defined as the time needed for the excess surface area of two equal sized primaries to decrease by 63% – consistent with Eqs. (8)–(10) [5, 14, 33]. For the primary separation based model used in this work,

$$\tau = 0.14\theta.$$  

(A.3)
A.2 Flame measurements

Temperature measurements The flame temperature profile was measured using a thin wire thermocouple (S-type, P10R-003, Omega Engineering) scanned along the burner centreline with a motorised translational stage (Velmex). The scan speed was set to 0.5 mm/s in order to ensure a near steady-state measurement of the temperature. Due to deposition of particles on the wire when the precursor (TTIP) is used, this method is only suitable for undoped flames. Additionally, the maximum operating temperature is limited by the melting point of the thermocouple material (2041 K for Pt). Thus, the temperature measurement could only be performed for the lean flame (\(\phi = 0.35, T_{ad} = 2073\) K), as the rich flame temperature was too high (\(\phi = 1.67, T_{ad} = 2542\) K) [23].

The actual flame temperature, \(T\), is calculated from the measured temperature, \(T_{tc}\), by taking into account the convective-radiative heat transfer of the thermocouple wire [34], i.e. “radiation correction”. Assuming a steady-state, this is given as

\[
T = T_{tc} + \varepsilon_{tc} \sigma \left( T_{tc}^4 - T_0^4 \right) \frac{d_j}{k_g \nu}, \quad (A.4)
\]

where \(\varepsilon_{tc}\) is the thermocouple emissivity, \(\sigma\) is the Stefan-Boltzmann radiation constant, \(T_0\) is the radiative sink temperature (surrounding temperature, 300 K), \(d_j\) is the thermocouple junction diameter (0.24 mm [24]), \(k_g\) is the average gas thermal conductivity, and \(\nu\) is the thermocouple junction Nusselt number. The emissivity of the thermocouple (S-type, Pt/10\%Rh-Pt) is given as a function of temperature as reported by Shaddix [34],

\[
\varepsilon_{tc} = -0.1 + 3.24 \times 10^{-4} T - 1.25 \times 10^{-7} T^2 + 2.18 \times 10^{-11} T^3. \quad (A.5)
\]

The Nusselt number is calculated using the correlation for low Reynold number, \(Re\), forced flow over a sphere as follows [31],

\[
\nu = 2 + 0.6Re^{1/2}Pr^{1/3}, \quad (A.6)
\]

where \(Re\) is calculated based on the thermocouple junction diameter, i.e. \(Re = \frac{\rho_g u_g d_j}{\mu_g}\), \(Pr\) is the gas Prandtl number, i.e. \(Pr = \frac{c_p \mu_g}{k_g}\). \(\rho_g, u_g, \mu_g\), and \(c_p\) are the mass density, velocity, dynamic viscosity, and specific heat of the gas phase, respectively. These and the average gas thermal conductivity, \(k_g\), were obtained from the simulated gas species and velocity profiles for the flame mixture using the kinetics® software package [7][21].

Figure 17 shows the temperature profiles, before and after the radiation correction, for the undoped lean flame. The thermocouple measurement is able to capture the high temperature gradient at the edge of the combustion zone expected for a stretch stabilised stagnation flame. An uncertainty of ±50 K is assigned to the temperature profiles due to the uncertainty in the parameters and estimated transport properties used for the correction [24, 34]. In addition, an estimated uncertainty of ±0.2 mm is assigned due to the fluctuation of the flame front during the experiment.

Flame images Photographs of the undoped flames were taken with a digital camera (EX-ZR5000, Casio) in order to estimate the flame standing distance. This is needed because no temperature data for the rich flame (\(\phi = 1.67\)) was available. The photographs
Figure 17: The temperature profiles, before and after the radiation correction, of the $\phi = 0.35$ undoped flame. The lines represent all data points while the symbols are every 240th points. The errorbars represent $\pm 0.2$ mm and $\pm 50$ K uncertainties.

Figure 18: The blue channel intensities from the flame photographs along the burner centreline for the lean ($\phi = 0.35$, left) and rich flames ($\phi = 1.67$, right). The vertical dashed lines denote the distance at which the intensity is half of the maximum intensity, herein defined as the flame standing distance.

were taken with 20 ms exposure time and the data averaged over 4 photographs for each flame. Figure 18 shows the averaged intensities (blue channel) along the burner centreline for the lean and rich flames. Herein the flame distance is approximated as the distance (upstream from the flame) at which the intensity is half of the maximum intensity as
annotated in Fig. 18.

### A.3 Simulated flame profiles

**Figure 19:** The simulated temperature and H mole fraction profiles for the lean ($\phi = 0.35$, left) and rich flames ($\phi = 1.67$, right) with varying precursor loading rate. Particle model parameters used: $\varepsilon = 2.64$, $\rho = \rho_{\text{anatase}}$.

**Figure 20:** The simulated temperature and H mole fraction profiles for the lean ($\phi = 0.35$, left) and rich flames ($\phi = 1.67$, right) with 12 ml/h TTIP loading and varying flame distances, $z = z_0 \pm 0.2$ mm ($z_0$ is the reference flame distance from Fig. 18). Particle model parameters used: $\varepsilon = 2.64$, $\rho = \rho_{\text{anatase}}$. 
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The simulated flame temperature and H mole fraction profiles from the first-step simulation for varying TTIP loading rates and flame equivalence ratios used in this work are shown in Fig. 19. In addition, Fig. 20 shows the simulated profiles for flames with varying flame standing distance, here defined as the location of maximum H mole fraction. The variation of ±0.2 mm is assigned to take into account the flame fluctuation as well as the uncertainty from the assumptions made for the flame standing distance used in this work.

**Figure 21:** Simulated temperature profile (left axis), and primary and aggregate collision diameters [19] (right axis) for the lean flame (\( \phi = 0.25 \), left) and rich flame (\( \phi = 1.67 \), right) at 12 ml/h TTIP loading, using base case parameters.

**Figure 22:** Simulated Ti(OH)\(_4\) mole fraction for the lean flame (\( \phi = 0.25 \), left) and rich flame (\( \phi = 1.67 \), right) at 12 ml/h TTIP loading, with \( \gamma_{sg} = 0.01 \) and \( \gamma_{sg} = 1 \).
The average primary diameter and aggregate collision diameter evolution are plotted in Fig. 21 for the lean and rich flames with 12 ml/h TTIP loading. The collision diameter is defined as per Lindberg et al. [19]. This is not equivalent to the aggregate diameter obtained from TEM image analysis, but the deviation from the primary diameter illustrates the onset of aggregate formation as the temperature begins to decrease near the stagnation surface. The Ti(OH)₄ mole fraction is plotted in Fig. 22 for both lean and rich flames with 12 ml/h TTIP loading and surface growth efficiencies \( \gamma_{sg} = 1 \) and \( \gamma_{sg} = 0.01 \). The lean flame with \( \gamma_{sg} = 0.01 \) shows unreacted Ti(OH)₄ near the stagnation surface.

### A.4 Parametric sensitivity

![Figure 23: Sensitivity of the primary and aggregate mean diameter and coefficient of variation (CV) to the molecular enhancement factor \( \varepsilon \) for lean (\( \phi = 0.35 \), left panels) and rich (\( \phi = 1.67 \), right panels) flames. The shaded areas indicate estimated uncertainty bounds of the experimental measurements.](image)

The sensitivities of the primary and aggregate mean diameter and coefficient of variation (CV) to the collision enhancement factor \( \varepsilon \) are shown in Fig. 23. \( \varepsilon \) is applied as a multiplicative factor to the free molecular kernels for all collision processes in the particle model; namely, inception, surface growth and coagulation. The enhancement factor is varied in the range: \( \varepsilon = 2.2 - 3.0 \). The base case value is taken as \( \varepsilon = 2.64 \) as per Manuputty et al. [21], based on the value calculated by Zhang et al. [50]. \( \varepsilon = 2.2 \) is the size-independent enhancement factor due to van der Waals forces calculated by Harris and Kennedy [11] for spherical soot particles. The morphological descriptors are not particularly sensitive over the range of \( \varepsilon \) studied. The mean primary
and aggregate diameters show a slight increase with increasing $\varepsilon$, as would be expected from larger collision rates. The aggregate CV decreases with increasing $\varepsilon$ indicating a narrower distribution.

![Figure 24](image)

**Figure 24:** Sensitivity of the primary and aggregate mean diameter and coefficient of variation to the particle density $\rho = 3.84$ g/cm$^3$ (anatase, base case), 4.25 g/cm$^3$ (rutile) for lean ($\phi = 0.35$, left panels) and rich ($\phi = 1.67$, right panels) flames. The shaded areas indicate estimated uncertainty bounds of the experimental measurements.

**Density**  Figure 23 shows the sensitivity of the primary and aggregate mean diameter and coefficient of variation (CV) to the particle density: $\rho = 3.84$ g/cm$^3$ (anatase) and $\rho = 4.25$ g/cm$^3$ (rutile). It is important to note that we are actually imposing an effective $\rho$ for particles of all sizes at all stages of evolution. Although the particles collected are anatase and rutile in the lean and rich flames respectively, the incipient particles are likely to have significantly lower density, which might affect the results. Overall, the descriptors are not very sensitive to the choice of density. As expected, a lower density (anatase) yields larger mean diameters. There is deviation in the CV for the rich flame 30 ml/h loading case. This is possibly due to uncertainties in the simulation.
References


nanocrystalline TiO$_2$ synthesized in premixed flames stabilized on a rotating sur-


distribution change of titania nano-particle agglomerates generated by gas phase
doi:10.1080/02786820126857.

generation in a chemical vapor deposition process with seed particles. *AICHe J.*, 36:

process deferment algorithm: A new technique for solving population balance equa-


141–146, 1952.

[32] M. Sander, R. H. West, M. S. Celnik, and M. Kraft. A detailed model for the sinter-
ing of polydisperse nanoparticle agglomerates. *Aerosol Sci. Technol.*, 43:978–989,

doi:10.1080/02786829508965303.

[34] C. R. Shaddix. Correcting thermocouple measurements for radiation loss: a critical

rate and correction factor for TiO$_2$ nanoparticles at high temperatures in free molec-

a multivariate population balance model to describe the structure and com-


